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ABSTRACT
This paper presents a system for pitch modification of voice signals. In the proposed structure, a recur-
sive least-squares (RLS) adaptive algorithm is employed to determine the linear prediction (LP) model
for the vocal tract during the analysis stage. In the subsequent synthesis, an excitation signal with the
desired pitch contour is processed by the LP model obtained previously. The method avoids the frame
delay inherent to block-processing techniques as well as discontinuities in the LP model. Listening tests
evaluate positively the quality of the synthesized signal.

0 INTRODUCTION
Pitch modification and voice transformation have

been major subjects for speech processing research in
the last years. Perhaps the main reason for this contin-
uous interest is the fact that the human perception of
voice is very accurate. Therefore, practical processing
of voice signals may require quite intricate techniques
for a proper pitch shifting procedure.

Applications of pitch modification systems include
voice editing for movies, automatic tuning of musical
signals, concatenative synthesis of voice [1], voice mor-
phing [2, 3] or even esophageal voice enhancement [4].

Voice production is often modeled as a source-filter
system [5]. In this model, the excitation or source sig-
nal corresponds to the vocal folds (vibratory or not) out-
put, and appears in guise of either a pseudo-periodic or

a random-like waveform. Pseudo-periodic excitation,
which can be characterized by a fundamental frequency
value, leads to voiced phonemes, whereas random-like
excitation leads to unvoiced phonemes. Some expres-
sive information can be also conveyed by the excita-
tion [6, 7]. The filter, which represents the vocal tract
characteristics (mouth and tongue positions, lips open-
ing, articulatory elements, etc.) processes the excita-
tion information to ultimately generate the voice signal.
The vocal tract is responsible for the discrimination of
different phonemes, which present frequency patterns,
often called spectral envelope, that do not change much
among different speakers [5], even for distinct excita-
tion characteristics.

The first experiences in pitch modification of speech
signals were implemented by speed changes in recorded
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signals. Of course, this approach could not be per-
formed without changing the duration of the original
signal. The main drawback of this technique was to
change the speaker’s timbre in a very annoying way,
since it distorted the spectrum envelope of the original
signal. Those experiences showed that the spectral en-
velope should be preserved for high quality time and
pitch scaling of speech signals.

A more flexible approach is based on the di-
rect spectrum envelope modeling using the discrete
Fourier transform (DFT), which may lead to the so-
called phasiness distortion when synthesis blocks are
simply put together without proper care. The phase
vocoder [8] belongs to this class of solution. Another
idea developed from speech coding techniques: the
pitch shifting can be performed over a linear predic-
tion (LP) model [9].

While exhibiting great advantages when compared
to primitive speed changing approaches, all the so-
lutions listed before operate on a block-by-block ba-
sis: the signal is segmented by an adequate window,
the blocks are processed and combined by an overlap-
and-add (OLA) method. Improvements like the use of
variable-length blocks and pitch-synchronization led to
very successful methods, including the popular pitch
synchronous OLA (PSOLA) and its variants [10].

This work proposes applying a sample-oriented so-
lution, viz. the recursive least-squares (RLS) adaptive
algorithm, to determine the LP filter in a pitch shifting
system. Section 1 reviews and compares one classic
block solution and the sequential RLS solution for LP
modeling. Section 2 describes the overall system pro-
posed, and Section 3 illustrates pitch modification us-
ing the new technique through practical examples. Sec-
tion 4 concludes the paper by discussing some perfor-
mance issues of the system.

1 LINEAR PREDICTION MODELING

Given a speech signal s[n], suppose one wishes to
obtain a set of P filter coefficients ap such that

ŝ[n] =

P�

p=1

aps[n − p] (1)

is a good estimate of s[n]. The estimation (prediction)
error is defined as

e[n] = s[n] − ŝ[n], (2)

which can be seen as the result of submitting s[n] to a
filter with transfer function

G(z) = 1 − a1z
−1

− a2z
−2

− . . . − aP z−P . (3)

Conversely, Equations (1) and (2) can describe the
so-called autoregressive (AR) model, in which s[n] is
interpreted as the result of filtering white noise by a
filter with transfer function H(z) = 1/G(z). In that

sense, the model order P must be high enough to allow
the excitation signal (formerly prediction error) e[n] to
be considered white. In speech processing techniques,
this assumption is not particularly useful, since during
voiced portions of speech the voice production model
assigns to the excitation the shape of a pseudo-periodic
pulse train. In fact, using a reduced-order predictor
for voiced speech yields the expected pulsed e[n], with
almost equal-amplitude harmonics. Usually this kind
of modeling is referred to as linear prediction cod-
ing (LPC). It leads to an economic way of speech stor-
age and transmission.

There are several practical approaches to obtain the
LPC coefficients of a given signal. The most popular
and widely used in speech processing work in blocks
and are often called just by LPC methods. Classic block
solutions include the autocorrelation and the covariance
methods [11]. Estimation of LPC coefficients can also
be made through adaptive filtering techniques.

The speech spectral envelope is estimated by the
LPC model, but it can alternatively be obtained by fre-
quency or cepstrum transforms, as well as other tech-
niques.

The classic autocorrelation block solution and the
adaptive RLS solution are revisited in the next subsec-
tions.

1.1 Classic Block Solution
The block solution for LPC modeling is performed

on a time frame of N samples, considering the signal to
be modeled is ergodic and wide-sense stationary (WSS)
within this frame.

The error function for this solution is given by

em[n] = sm[n] − �sm[n] = sm[n] − aT
m,P sm[n − 1],

(4)
where

am,P = (am,1 am,2 . . . am,P )T , (5)

sm[n−1] = (sm[n−1] sm[n−2] . . . sm[n−P ])
T

,(6)

with the superscript T denoting matrix transposition.
Considering n = (P + 1), (P + 2), . . . , N , Equa-

tion (4) can be written in matrix form as

em = dm − Smam,P , (7)

where

em = (em[N ] em[N − 1] . . . em[P ])
T

, (8)
dm = (sm[N ] sm[N − 1] . . . sm[P ])

T
, (9)

and Sm is an (N − P ) × P matrix defined as

Sm =



sm[N−1] sm[N−2] . . . sm[N−P ]
sm[N−2] sm[N−3] . . . sm[N−P−1]

...
...

. . .
...

sm[P ] sm[P−1] . . . sm[0]




.(10)
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Minimizing the mean squared-error eT
mem, the op-

timal coefficient vector is given by

am,P = R−1

D,m pD,m, (11)

where RD,m = ST
mSm is the so-called deterministic

correlation matrix of the signal s and pD,m = ST
mdm

is the deterministic cross-correlation vector. For an er-
godic WSS signal, the matrix RD,m is Toeplitz, and ef-
ficient methods for calculating its inverse are available.

1.2 Sequential RLS Solution
The LP modeling using RLS adaptive filtering is

made on a sample-by-sample basis. The objective func-
tion for the weighted least-squares (WLS) formulation
is given by

ξRLS [n] =

n�

i=0

λn−ie2[i], (12)

where 0 << λ < 1 is the so-called forgetting factor.
Equation (12) can be rewritten as

ξRLS [n] = eT [n]Λ2[n]e[n], (13)

where

e = (e[n] e[n − 1] . . . e[0])
T

, (14)
Λ2[n] = diag

�
1, λ, λ2, . . . , λn−1

�
. (15)

Minimizing ξRLS [n], the optimal coefficient vector
is given by

aP [n] = R−1

D [n − 1] pD[n], (16)

with

RD[n − 1] = ST [n − 1]Λ2[n]S[n − 1], (17)
pD[n − 1] = ST [n − 1]Λ2[n]d[n], (18)

where

d = (s[n] s[n − 1] . . . s[0])
T

. (19)

For the RLS algorithm, the inverse matrix in Equa-
tion (16) is determined recursively as

R−1

D [n−1] =
1

λ

�
R−1

D [n − 2] −
Ψ[n]ΨT [n]

λ + ΨT [n]s[n − 1]

�
,

(20)
with

Ψ[n] = R−1

D [n − 2]s[n − 1], (21)
pD[n] = λpD[n − 1] + s[n]s[n − 1]. (22)

In practice, one often uses R−1

D [−1] = δI, where δ is
a small positive constant, and pD[0] is a null vector.
For further details on the implementation of the RLS
algorithm the reader may refer to [12].

1.3 Comparison of Block and Sequential
Solutions

The classic autocorrelation and the sequential RLS
solutions are closely related. For instance, one can
rewrite the autocorrelation solution as

am,P = (ST [n−1]Λ′

m[n]S[n−1])−1ST [n−1]Λ′

m[n]d[n],
(23)

which closely resembles the RLS solution given in
Equation (16) with

Λ′

m[n] =




0 0 0
0 IN×N 0
0 0 0



 . (24)

This indicates that both solutions are built around de-
terministic correlation matrices and vectors including
weighting terms: Λ′

m[n], in the LS solution of the block
method; Λ[n], in the WLS solution of the sequential
method. Furthermore, one can see that both methods
consider only part of the signal at a given time instant:
the classic autocorrelation method uses a square win-
dow, whereas the RLS algorithm applies an exponential
window over past samples, resulting in a smaller con-
tribution of older observations of s[n].

Advantages of the RLS algorithm include avoiding
the inversion of the correlation matrix, by employing
the recursive estimate given by Equation (20), and al-
lowing an estimate of the optimal coefficient vector for
each time instant n, instead of working in blocks as in
the classic method.

In order to provide a quick comparison between
the classic block and RLS methods, we consider a
low-order LP modeling of a segment of nonstationary
speech. Figure 1 shows the pole tracking in the z-plane
for each method: (a) Classic block model using 20-
ms frames with no time overlap between consecutive
frames; (b) The same as (a), but with a 5-ms linear in-
terpolation on the LP models; (c) RLS model. In these
figures, the filled circles indicate initial positions of the
LP model and the rhombus marks correspond to the fi-
nal positions. From these plots, one can observe a sim-
ilar path being followed by all three schemes, with the
RLS yielding the trajectory with better continuity.

2 PROPOSED SYSTEM

The proposed pitch modification algorithm uses the
LP model aP obtained with by RLS algorithm to syn-
thesize the voice signal s′[n] with the desired pitch in-
formation, as indicated in Figure 2, by

s′[n] = e′[n] − aT
P [n]s′[n − 1], (25)

where

s′[n−1] = (s′[n−1] s′[n−2] . . . s′[n−P ])
T

. (26)

In practice, for low sampling frequency (around 8
kHz) one must use a model order 10 ≤ P ≤ 15, and
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Figure 1: Pole evolutions: (a) Block algorithm with 20-
ms frame; (b) Block algorithm with 20-ms frames, with
1:4 coefficient interpolation; (c) RLS algorithm.

for high quality audio (sampling frequencies between
30 and 44.1 kHz) a larger P is required.

A desired pitch-period contour p′[n] can be deter-
mined from a scaling transformation β[n] on the orig-
inal pitch period p[n]. To do that, p[n] and the cor-
responding pitch marks pm[n], associated to the vo-
cal folds closures, as illustrated in Figure 3, must be
known.

For that purpose, the pitch period p[n] can be
calculated using classic autocorrelation method [5],
cepstrum-based method [13], the YIN estimator [14],
and event-based techniques. The latter methods look

s�n[ ] e�n[ ]RLS
predictor

e’ n[ ] 1

1�-�a z -�...�-�a z1 P

-1 -P

s’ n[ ]

LPC�model

Figure 2: Analysis and synthesis scheme using the RLS
algorithm.

t

t

s�n[ ]

p�n[ ]

t

p nm[ ]

Figure 3: Example of pitch marking and associated
pitch detection.

for periodicity in the amplitude envelope, and try to
find pitch marks that would correspond to the instants
of significant glottal excitation. Such methods iden-
tify each pitch period individually, requiring precise
heuristic information on the signal at hand. Implemen-
tation of event-based techniques for speech includes
wavelets [15], characteristics of autocorrelation ma-
trix [16], and simpler methods like amplitude envelope
calculation.

New pitch marks p′m[n] are then obtained incorpo-
rating the new pitch-period information p′[n], as rep-
resented in Figure 4, where c is an auxiliary sample

c�=�c�+�1
if

c�> [ ]p’ n

yesno

c�=�0

c�=�0

[ ]�=�1p’ nm
[ ]�=�0p’ nm

Figure 4: Search algorithm for modified pitch marks
p′m[n] according to modified pitch period p′[n].

counter. If p′[n] is not an integer number, it may be
rounded to its closest integer.

The excitation signal e′[n] can then be formed by
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concatenating several copies of a standard pitch inter-
val of the RLS residual signal e[n] according to the
new pitch marks p′m[n]. Alternative approaches in-
clude using a typical model of the glotal pulse [6, 7]
or combining a pitch period of the LP residual with the
PSOLA [10] algorithm. The overall procedure for com-
posing e′[n] is depicted in Figure 5, where β[n] can be
made variable for a wide range of pitch-modification
scenarios.

s�n[ ]

p�n[ ]

pitch
detection

peaks pitch

β[ ]n

p’ n[ ]

glottal
pulse
model

Synthesis
peaks

p nm[ ]

e’ n[ ]

p’ nm[ ]

Figure 5: Synthesis of the modified excitation signal.

3 EXPERIMENTAL RESULTS

The proposed system was implemented with P =
30 RLS coefficients and λ = 0.999 for a signal sam-
pled at 44.1 kHz. Figure 6 shows the results for a
voiced segment of a spoken phrase and Figure 7 shows
the correspoding spectrogram. From these figures, one
can clearly see that the spectral envelope is preserved in
the generated signals, whereas the pitch information is
modified as desired. Listening tests have validated the
quality of the overall result for pitch scaling factors in
the 2-octave range 0.5 ≤ β ≤ 2.

4 CONCLUSIONS
This paper presented a pitch shifting scheme using

adaptive filtering techniques for spectral envelope es-
timation. The adaptive RLS filter has proved to be a
good solution when compared to conventional block
solutions for estimating of the LPC model of speech
signals, since it guarantees model smoothness through
time.

The work has illustrated the applicability of this
system on a pitch scaling procedure, which is the ba-
sis of automatic tuning, solo to unison transformation
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Figure 6: Time plot of: (a) Original signal; (b) Modified
signal with lower pitch, β = 2; (c) Modified signal with
higher pitch, β = 0.5.

or prosody transposition. Listening tests have verified
the overall quality of the algorithm for a wide range of
pitch transformation.

The next step of this work is to perform the sys-
tematic comparison of the proposed technique with oth-
ers available in the literature. For this purpose, a wider
voice corpus, including speakers and singers of differ-
ent gender and age as well as different phonation types,
will be employed.
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Figure 7: Spectrogram of: (a) Original signal; (b) Mod-
ified signal with lower pitch, β = 2; (c) Modified signal
with higher pitch, β = 0.5.
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