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Neural Vocoding for CycleGAN-Based Voice
Conversion

Victor P. da Costa, Ranniery Maia, Igor M. Quintanilha, Sergio L. Netto and Luiz W. P. Biscainho

Abstract— We propose a voice conversion system leveraging
recent developments in both voice synthesis and image morphing,
which uses CycleGAN to convert mel-spectrograms and neural
vocoders to synthesize the converted signals. To evaluate how dif-
ferent vocoders perform in the task, we synthesize converted mel-
spectrograms using WaveNet, WaveRNN and MelGAN vocoders.
We compare their performances via listening tests, finding that
MelGAN and WaveRNN obtained comparable results while
WaveNet obtained worse results for converted speech.

Keywords— Voice Conversion, Voice Synthesis, Generative Ad-
versarial Networks

I. INTRODUCTION

Speech carries a huge amount of information crucial to com-
munication between humans. This information can be textual,
i.e. the message itself, or non-textual such as tone, emphasis,
emotions or identity of the speaker. These characteristics ap-
pear mixed in the voice signal, and systems that can segregate
and modify one or more of them without changing the others
find many applications. Such transformations are collectively
known as sound transformation or sound morphing.

One class among these systems aims to change the speaker’s
identity without changing the content, as an “automatic im-
personator”. This transformation, known as voice conversion
or speaker conversion [1], finds from artistic (e.g. as a voice
acting tool) to technical (e.g. as a way to add different voices
to text-to-speech systems) applications. Traditionally, the best
way to alter the speaker without changing the content starts
by mapping the speech signal into a domain where these
two elements are more easily separated, such as the Mel-
Frequency Cepstral Coeficients (MFCCs). After a machine
learning algorithm is used to modify the signal in that do-
main, the signal is transformed back to the time domain.
Among the alternative techniques used over the years for
voice representation are Vector Quantization [1], Gaussian
Mixture Models [2], Hidden Markov Models [3], and Neural
Networks [4]. Many recent works share the same structure,
but with more sophisticated methods of feature mapping, such
as Variational Auto-Encoders [5] or bidirectional Long Short-
Term Memories [6].

Image translation has seen rapid development in recent
years. State-of-the-art algorithms transform photos into paint-
ings [7], make simple sketches look like realistic drawings,
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change individual objects in a image [8], increase image
resolution [9], and so on. This area is conceptually similar to
voice conversion, since both aim to keep certain elements of
the original signal while changing others. Due to the different
nature of their signals, image- and voice-oriented systems were
first conceived independently; however, new deep learning
techniques designed for image processing are increasingly
finding applications in audio processing, and vice versa [10].

For systems that convert voices into another domain, how
well the signals are synthesized back to the time domain is
very important to the overall quality of the output. Recent
years saw the development of various deep learning methods
to synthesize audio signals from their time-frequency represen-
tations [11]–[13]. These neural vocoders achieve much greater
quality than traditional methods such as the Griffin-Lim phase
reconstruction algorithm [14] or the WORLD vocoder [15].

Besides the issue of general quality, two ways in which
the vocoder choice can affect conversion quality are how the
model behaves with voices close, but not identical, to in-
sample voices, and how well it generalizes to out-of-sample
voices. A model that exhibits some invariance to changes in the
voice identity can improve the conversion, since a less than
perfect transformation will still sound like the target voice,
but it would require the morphing and synthesis stages to be
trained on the same dataset. A model that generalizes well
to voices not seen during training, on the other hand, allows
greater flexibility in training the morphing stage, in addition to
enabling other applications, such as morphing of mixed voices.

This work uses CycleGAN [8], a tool for image-to-image
translation from non-parallel data, to morph mel-spectrograms.
A previous work [16] on voice conversion uses CycleGAN
only on the spectral envelope, but we have found that Cycle-
GAN is powerful enough to convert the signal as a whole.

We use WaveNet [11], WaveRNN [12] and MelGAN [13]
neural vocoders to generate the converted speech. All of
them are capable of producing high quality audio signals
and are commonly used in speech synthesis applications;
however, they have found limited use in voice conversion,
and the works that do incorporate them choose only one,
arbitrarily. In order to investigate the interaction between our
voice conversion system and the synthesis stage, we input the
converted spectrograms to this set of vocoders and perform
listening tests to evaluate the voice signals produced in terms
of naturalness and similarity.

After this Introduction, Section II reviews related work;
Section III gives an overview of CycleGAN and how it is used
to convert mel-spectrograms; Section IV briefly reviews the
neural vocoders used; experimental setup/results are reported



XXXVIII SIMPÓSIO BRASILEIRO DE TELECOMUNICAÇÕES E PROCESSAMENTO DE SINAIS - SBrT 2020, 22–25 DE NOVEMBRO DE 2020, FLORIANÓPOLIS, SC

in Section V; and Section VI draws the final considerations.

II. RELATED WORK

Many recent works in voice morphing still use the tradi-
tional structure, only resorting to more advanced solutions for
mapping between features. Hsu et al. [5] combine a variational
auto-encoder and a generative adversarial model to convert
STRAIGHT parameters [17], while Sun et al. [6] use deep
bidirectional Long Short-Term Memory networks in the same
task. Other works try to innovate on this paradigm. Hsu et
al. [18] use a variational auto-encoder over raw audio to
learn a latent representation that can be easily converted;
and Nachmani and Wolf [19] use a WaveNet auto-encoder
with an additional cost to induce a speaker independent
latent representation that, combined with a speaker embedding,
allows the system to synthesize the signal without needing an
explicit conversion step. Work has also been done to assess
different systems against one another. Both editions of the
Voice Conversion Challenge [20], [21] compare submissions
by participants using a common set of test signals and proto-
cols.

With advances in automatic speech recognition (ASR)
systems, the use of text-like instead of time-frequency rep-
resentations as an intermediate domain has became more
feasible. Mohammadi and Kim [22] use an RNN to decode
a speaker embedding and a phonetic posteriorgram (PPG)—
an intermediary speaker independent representation in an ASR
system—to generate WORLD parameters, while Lu et al. [23]
use a PPG together with a global-style-token [24] inspired
speaker embedding as input to a WaveNet synthesizer.

In [16], Kaneko et al. introduced a CycleGAN-based voice
conversion system that analyzes the source signal and synthe-
sizes the modified parameters with the WORLD vocoder [15].
It uses CycleGAN to morph the spectral envelope, but applies
a linear transformation to the fundamental frequency and keeps
the non-periodic component of the signal unmodified.

III. VOICE CONVERSION WITH CYCLEGAN

CycleGAN [8] is a generative model for image-to-image
conversion. It learns a map GX→Y from domain X into
domain Y without the need for parallel data by jointly training
the direct transformation and its inverse.

A variation of Generative Adversarial Networks (GANs),
CycleGAN is composed of a network GX→Y that generates
samples y of domain Y from samples x of domain X , and a
discriminator network DY that classifies samples as being real
samples of domain Y or not. They are trained in an adversarial
manner: GX→Y tries to deceive DY by creating images that
it classifies as true. The cost function is:

Ladv(GX→Y , DY ) = Ep(y)[logDY (y)]

+ Ep(x)[log(1−DY (GX→Y (x)))], (1)

which is the mean log-likelihood of DY identifying a real
sample as real plus the mean log-likelihood of DY identifying
a generated sample as false. The training consists of DY trying
to maximize and GX→Y trying to minimize this cost function.

Using only the direct adversarial loss as in a traditional
GAN yields poor results in domain transfer. Since there is no
correspondence between samples from the two domains, an
unconstrained network could learn to generate samples from
Y while ignoring the input—which is not a domain transfer,
even if the generated samples have a high quality.

As an additional constraint, CycleGAN jointly trains the
inverse transformation according to a dual adversarial cost
Ladv(GY→X , DX), and uses the distance between the result
of both transformations in sequence and the original input as
an additional cost—the cycle consistency loss defined as:

Lcyc(GX→Y , GY→X) =Ep(x)[‖x−GY→X(GX→Y (x))‖1]
+Ep(x)[‖y −GX→Y (GY→X(y))‖1]. (2)

This modified objective function encourages the networks to
find an “economical” mapping that tends to preserve informa-
tion unrelated to identity, such as semantic content.

The full objective function then becomes:

L(GX→Y , DY , GY→X , DX) = Lavd(GX→Y , DY )

+Ladv(GY→X , DX) + λLcyc(GX→Y , GY→X), (3)

in which the hyper-parameter λ controls the relative impor-
tance of the cycle consistency loss. If λ is too small, the system
operates as a regular GAN, and if it is too high the networks
tend to learn transformations close to the identity.

In this work we use the mel scale spectrogram of the
signal as input and output of the network. Previous works [16]
often extract from the signal parameters like spectral envelope,
fundamental frequency and aperiodicity to feed traditional
vocoders, thus requiring less complex transformations. We
found that CycleGAN is powerful enough to render this
division unnecessary, providing a system that is able to directly
transform both timbre and pitch from mel-spectrograms.

We use an architecture similar to [8]. The generator
network cascades downsampling layers, residual blocks [25]
and upsampling layers. Each convolutional layer is followed
by an Instance Normalization layer and a ReLU non-linear
activation, unless otherwise specified. First, the signal is
downsampled by a pair of strided convolutional layers, each
halving the size of the signal but increasing the number of
channels. It is then processed by a series of nine residual
blocks, each composed of a pair of convolutional layers (the
second one without non-linear activation), with the input of
the first layer added to the output of the second. A pair of
transposed convolutional layers upsamples the signal back to
its original resolution. The other network is a PatchGAN [26]
discriminator that evaluates the signal on overlapping fixed-
size patches whose added losses form the adversarial loss.
It is composed of three strided convolutional layers, each
followed by an Instance Normalization layer and a Leaky
ReLU activation. Each layer halves the size of the signal and
doubles the number of channels. One final convolutional layer
calculates the output for each patch. The size of the evaluated
patch is 70× 70 and the stride between patches is 8. Both the
generator and discriminator use exclusively 2D convolutions.

IV. NEURAL VOCODING

This section briefly reviews the vocoders used in this work.
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A. WaveNet

WaveNet [11] is an auto-regressive model for generating
raw audio that factorizes the signal probability into a product
of the conditional probabilities of each sample given the
previous samples plus some conditioning information:

p(x) =

T∏
t=1

p(xt|x1, . . . , xt−1, ct), (4)

where ct conditioning vector controls what is synthesized.
Examples of ct are mel-spectrograms (which in this work con-
dition the neural vocoders), parameters of traditional vocoders
like WORLD, linguistic features derived from text, etc.

In WaveNet, the conditional probability is represented by
a convolutional network. WaveNet uses stacks of dilated
convolutions that improve the receptive field of the network by
allowing it to grow exponentially rather than linearly with the
number of layers. The network obtains a parameterized distri-
bution (e.g. mixture of logistics, categorical over quantization
levels, mixture of Gaussians, etc.), from which one sample
of the output is then obtained. During training, the previous
samples are obtained from the original signal, but during
generation the network uses previously generated samples.

Due to the auto-regressive model, samples must be gener-
ated sequentially during synthesis. As such, the model is not
easily parallelizable and cannot fully take advantage of modern
deep learning hardware, thus providing slow signal generation.

B. WaveRNN

WaveRNN [12] is an auto-regressive model that conditions
each raw sample to an internal state ht:

p(x) =

T∏
t=1

p(xt|ht), (5)

ht = F (xt−1, ct,ht−1). (6)

Function F updates the internal state by combining the current
conditioning vector with previous internal state and generated
sample. The internal state compresses the information of the
previous samples into a single vector, so that WaveRNN can
then generate each sample from the context through a single
transformation, instead of a deep stack of convolutional layers
as in WaveNet. Even taking into account the transformations
to update the internal state, WaveRNN requires a fraction of
operations per sample needed by WaveNet—thus being able
to generate signals at a much higher rate than the latter.

We use a slightly different architecture than [12], according
to [27]. F is composed by two Gated Recurrent Units [28]
with skip connections followed by two fully connected layers.
One last fully connected layer obtains the parameterized
distribution from which, as in WaveNet, the current sample
of the output (and next input of the network) is sampled.

Even if faster, WaveRNN is not easily parallelizable since
the samples must still be computed sequentially.

C. MelGAN

MelGAN [13] is a vocoder based on Generative Adversarial
Networks. Unlike WaveNet and WaveRNN, it is not an auto-
regressive model. Instead, it generates all samples in a window
at once in a single pass of the generator network. As such, it
achieves the highest generation speed of the three models.

Previous attempts at GAN-based vocoders were not suc-
cessful [29]. MelGAN improves them by using a multi-
scale discriminator network—an ensemble of discriminator
networks Di, i = 1, 2, . . . ,N, each receiving as input the
signal downsampled by a factor 2i−1. By being able to learn
discriminating features at different scales, the ensemble can
analyze both long time windows and wide frequency bands.

The objective function for each discriminator is then:

L(Dk) = Ep(x)[logDk(x)] + Ep(c)[log(1−Dk(G(c)))]; (7)

and the generator tries to deceive all the discriminators:

L(G) = Ep(c)

[
−

K∑
k=1

log(Dk(G(c)))

]
. (8)

The generator network is fully convolutional. Its structure
alternates transposed convolutional layers, which upsample the
mel-spectrogram, and stacks of residual blocks. Similarly to
WaveNet, MelGAN uses dilated convolutions in the residual
blocks to increase the receptive field of the network. Unlike the
previous two vocoders, which must compute a parameterized
distribution from which the output is sampled, MelGAN
obtains the signal directly from the mel-spectrogram c.

The discriminator is also fully convolutional, consisting of
a series of strided convolutional layers. It operates on one
window of the signal at a time, similarly to PatchGAN [26].
As it learns to evaluate small audio chunks instead of the
whole signal, the discriminator can be simpler. And since the
windows are randomly selected and may overlap, the model
as a whole learns to keep coherence between windows.

V. EXPERIMENTS

A. Dataset

We use the multi-speaker CSTR VCTK Corpus [30] as the
dataset for both conversion and synthesis. To train each of
the vocoders, we take 90% of the corpus, approximately 36
hours divided among 100 speakers. Speakers p300, p306 (two
female voices), p311 and p334 (two male voices) of the corpus
are used to train four conversion models, two same gender
transformations and two cross gender ones, using the same
signals used in training the vocoders. These four speakers have
American accents, but from different regions. The speakers
have between 20 and 27 minutes of audio each in the training
set. The test set used for subjective evaluation uses the same
two speakers and is composed of a parallel set of ten phrases
not used in the training of either the vocoders or the conversion
system.

We use the same time-frequency representation for all
methods: a mel-spectrogram with 120 mel-frequency bins,
calculated every 256 samples with a 1024-sample window.
The sampling rate of the signals is 24 kHz.
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TABLE I
TRAINING DETAILS FOR THE DIFFERENT COMPONENTS. NUMBER OF

ITERATIONS AND TRAINING TIME FOR CYCLEGAN ARE FOR TRAINING

ONE PAIR OF SPEAKERS

Iterations Time Learning Rate β1 β2
CycleGAN 7× 105 4 h 2× 10−4 0.5 0.999
WaveNet 6.4× 106 400 h 10−3 0.9 0.999

WaveRNN 6× 106 620 h 10−4 0.9 0.999
MelGAN 5× 106 520 h 10−4 0.5 0.9

B. Training details

All networks were trained with stochastic gradient descent
with the Adam optimizer [31]. WaveNet and WaveRNN use
a mixture of logistics as their output distribution. Training
parameters are detailed in Table I and for the most part we
follow the values suggested by public implementations of their
respective methods. WaveNet halves the learning rate every
2×106 steps, and CycleGAN linearly decays the learning rate
to 0 after the halfway point. The learning rate of WaveRNN
was manually reduced during the training, ending the training
with a learning rate of 10−6. CycleGAN uses λ = 60, and
MelGAN uses a multi-scale discriminator with with three
scales. WaveNet and WaveRNN were trained in two GPUs,
while MelGAn and CycleGAN were trained in one.

C. Experimental design

We performed listening tests to evaluate both the overall
quality of converted signals and how well they were converted.
The test was conducted with 20 volunteers with experience
with listening tests. The tests were performed remotely using
personal high-quality equipment. Each subject was asked to
evaluate two signals of converted speech for each combination
of the four transformations and the three vocoders. As a
control, they were also asked to evaluate signals synthesized
from unmodified mel-spectrograms as well as natural signals.

For each signal, the subjects were shown the original signal
of the target speaker speaking the same sentence, and were
asked to grade the naturalness and speaker similarity of the
signal under evaluation. Listeners were asked to grade how
natural the evaluated signal sounded in a scale from 1 (least
naturalness) to 5 (greatest naturalness), judging the presence
of artifacts, distortions, etc. As for similarity, listeners were
asked to judge if they thought the speaker of the signal was
the same as the reference signal on a scale from 1 (certainly
different speakers) to 5 (certainly the same speaker), suppos-
edly disregarding the effects assessed in the first question.

D. Experimental results

Tables II and III show the results of the listening for the
control and converted signals, respectively.

Regarding the control signals, all three vocoders obtained
similar naturalness scores for all speakers combined, but
there is variation between the per speaker results. WaveRNN
and WaveNet obtained much worse scores when synthesizing
speaker p334, while MelGAN obtained a much greater score
when generating speaker p300. As for the similarity scores,

WaveNet and WaveRNN obtained close results, with MelGAN
obtaining slightly worse scores. Previous works [11] [13]
report slightly higher scores for WaveNet and WaveRNN using
datasets with similar total time, but fewer speakers. The fact
that each speaker only has 20 to 30 minutes of audio in
the dataset might explain variations in performance between
speakers in general, but not entirely why p334 performed so
much worse, since he and speaker p311 have a similar amount
of time. Being too sensible to dataset size is a major downside
to any component of a voice conversion system, since many
practical applications of voice conversion cannot use large
datasets.

Overall, all converted voices received lower scores than
the signals synthesized from natural mel-spectrograms, as
expected. Same gender transformations obtained higher scores
than cross gender ones due to the first in general being an
easier class of transformations than the latter. MelGAN and
WaveRNN obtained the best overall scores, but with MelGAN
having closer scores between the two classes. WaveNet yielded
consistently the worst results, producing lower quality results
in several transformations, even when p334 was not the target
speaker. For similarity, all three vocoders obtained similar
results in all types of transformations. The fact that WaveNet,
despite having the worse naturalness results, tied with the other
methods indicates that the distortions introduced by WaveNet
heavily affects the perception of naturalness without affecting
the similarity as much.

In conclusion, MelGAN and WaveRNN obtained the best
overall best results in these tests. WaveNet, despite tying with
the other methods when synthesizing natural spectrograms,
struggled when synthesizing converted speech.

VI. CONCLUSION

We proposed a voice conversion system using CycleGAN
to transform mel-spectrograms and three different neural
vocoders to synthesize the converted voices. We performed
listening tests to evaluate the vocoders when applied to both
converted and not converted mel-spectrograms regarding nat-
uralness and similarity, finding that MelGAN and WaveRNN
obtained the best results in each category. MelGAN also
has some practical advantages, such as a faster generation
time, but both methods may be considered promising for
our system. The fact that both CycleGAN and MelGAN are
variations of Generative Adversarial Networks also opens up
the possibility of combining them into a single system capable
of morphing raw audio directly without using an intermediary
representation; this is a possible future direction for this work.
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