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Abstract

This paper aims at exploring practical issues concern-
ing the design of a bounded-(Q) fast filter bank (BQFFB) for
automatic music transcription (AMT). Great effort is spent
on avoiding hazardous effects in the spectral analysis stage
of the AMT application. The result is a complete procedure
for effectively designing the BQFFB tool. The analysis tool
is then validated through computer experiments.

1. Introduction

Music transcription consists of writing down the score of
a musical piece based on its execution. To achieve an effec-
tive result, the whole procedure is commonly performed by
a well-trained music expert, most probably an experienced
musician. Nowadays, great effort is being spent on attempt-
ing to automate such a task, forming the research field of
automatic music transcription (AMT) [6].

In very general lines, the AMT can be divided into the
following stages [10]:

1. Time-frequency analysis of the music signal;

2. Note identification;

3. Note onset (beginning) and offset (end) detection;
4. Timbre recognition;

5. Evaluation of results’ coherence.

The foundation of such a system is the spectral analy-
sis stage. One way of implementing it is based on filter
banks [9], which separate the signal into narrow frequency
bands. For AMT systems, an attractive category of filter
bank is the bounded-(Q fast filter bank (BQFFB) [2]. This
tool presents very selective frequency bins, with low inter-
channel interference, and a non-uniform frequency distri-
bution suitable for the organization of the Western musical
scale.

The present paper explores the practical issues involved
in the implementation of the BQFFB in order to ensure its
effectiveness in AMT systems. The text is organized in the
following way: Section 2 discusses the desired characteris-
tics of spectral analysis tools for the envisaged application.
Emphasis is given to the BQFFB tool, which combines the

positive aspects of high channel selectivity, efficient channel
distribution in the frequency domain, and reduced imple-
mentation cost. Section 3 describes some practical issues
of the BQFFB design in an AMT environment, including a
channel mapping to properly represent the equal tempered
scale. Finally, Section 4 includes some numerical experi-
ments that validate the main contributions of the paper.

2. Spectral Analysis

The most basic filter bank for spectral analysis is the slid-
ing fast Fourier transform (sFFT), which consists of an FFT
applied to consecutive windows of the input signal. The
sFFT requires only one complex multiplication per output
sample [4]. The main drawback of this tool is its inherent
low selectivity. Their filters, transformed from low-order
kernel filters [8], provide an attenuation of only 13 dB be-
tween adjacent channels.

In an attempt to surpass the FFT selectivity, the so-called
fast filter bank (FFB) was proposed in [8]. In the FFB,
higher-order kernel filters are employed in an FFT-like tree
structure. As in the frequency-response masking (FRM) [7]
technique, computational cost is kept low by the use of in-
terpolated versions of the kernel filters, with most of their
coefficients null. The overall result is a moderately com-
plex but highly selective filter bank, with an attenuation of
56 dB between adjacent channels. This allows an improved
distinction between components of the music signal, lead-
ing to a better note identification.

Frequency spacing of both sFFT and FFB is constant.
This characteristic makes them somewhat inefficient in an
AMT context. In fact, in the equal tempered scale, widely
employed in Western music [10], the spacing between the
fundamental frequencies of musical notes increases geo-
metrically. As a consequence, linearly distributed chan-
nels capable of properly discriminate between contiguous
notes in the low-frequency range of the spectrum tend to
be too numerous in high frequencies. Conversely, a well
matched high-frequency resolution corresponds to an insuf-
ficient resolution in the low-frequency range.

In an attempt to take advantage of the equal tempered
scale, Brown [1] proposed the use of geometrically spaced
channels in AMT systems. The result was the so-called
constant-@ transform (CQT), which presents a high compu-
tational cost, since it is not able to take advantage of the FFT
tree-like algorithm. The combination of the CQT with the



FFB resulted in the constant-() fast filter bank (CQFFB) [3].
Another form of channel distribution uses a geomet-
ric spacing between different groups of channels (which
may correspond to musical octaves) and a linear distribu-
tion inside each group. This approach is referred to as
the bounded-@ transform (BQT), and was proposed in [5].
The BQT employs the FFT algorithm within each octave,
greatly reducing the associated implementation cost.

2.1. Bounded-Q Fast Filter Bank

The high-selectivity counterpart of the BQT is denom-
inated bounded-() fast filter bank (BQFFB) [2]. The
BQFFB implementation in the AMT context consists of
submitting the input signal, at first, to a CQFFB presenting
10 channels geometrically spaced by a factor of 2. These
channels can be associated to the 10 octaves perceivable by
the human auditory system, between 20 Hz and 20 kHz.
This first separation step presents high selectivity, but low
computational cost due to the small number of channels.
Each octave is then decimated by a proper factor, and the
higher half of its complex spectrum (between 7 and 2m)
is fed into 32 channels of an FFB, yielding a linear chan-
nel separation. The resulting resolution is enough to dis-
tinguish frequencies half-tone apart, which is generally the
minimum spacing between notes in the equal tempered mu-
sic scale. This entire procedure is represented in Figure 1.
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Figure 1. BQFFB implementation based on a
CQFFB followed by an FFB.

Hence, the BQFFB combines the FFB high selectivity
with the quasi-geometric spacing of the BQT. A compara-
tive table with the properties of each spectral-analysis tool
can be found in [2], along with detailed comparisons be-
tween their respective computational costs.

3. Practical Issues on the BQFFB Implementa-
tion

This section discusses a few points that should be taken
into account in the BQFFB implementation to avoid arti-
facts in the time-frequency analysis.

3.1. End-of-Octave Gap

After the lower part (between 0 and 7) of each octave
spectrum is eliminated, it must be fed into the appropriate
channels of the second-step FFB. However, picking one half
of the channels creates a small gap at the end the octave.
To illustrate this issue in a simple way, an N-channel FFB,
with N = 8, is depicted in Figure 2. From this figure, one
clearly observes that the normalized frequency range near
27 is in fact associated to the first channel. Therefore, the
higher N/2 FFB channels do not entirely fill the desired ©
to 27 range.
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Figure 2. Magnitude responses of an 8-
channel FFB: (a) Complete bank; (b) Higher
N/2 channels; (c) Lower N/2 channels; (d)
First channel along with higher N/2 channels.

Hence, in the BQFFB implementation, one must also
take into consideration the first FFB channel, as depicted
in Figure 2(d), to avoid the end-of-octave gap. The lower
portion of this first channel does not impose any practi-
cal problem, since the CQFFB eliminates all components
within this range in the first step of the BQFFB procedure,
as seen in Figure 1.

3.2. Octave Filter Compensation

Obviously, the CQFFB that separates the spectrum in oc-
taves is not ideal as depicted in Figure 1. The true magni-
tude responses of the individual filters can be observed in
Figure 3.

This behavior can be compensated by incorporating
a gain factor to each inner channel, thus equalizing the
octave-separation procedure. The output of each FFB chan-
nel c inside a given octave o is multiplied by a gain given
by

1
Ge = () )
where H, () is the frequency response of that octave fil-
ter and €; is the center frequency of channel c. Naturally,
within the stopband of H,({2), the gains are set to zero.
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Figure 3. CQFFB presenting 10 channels ge-
ometrically spaced by a factor of 2. These
channels correspond approximately to the 10

octaves perceived by the human auditory sys-
tem, between 20 Hz and 20 kHz.
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This simple procedure is illustrated in Figure 4. Fig-
ure 4(a) shows the individual channel magnitudes within the
7t octave without gain compensation, whereas Figure 4(b)
shows the compensating gain in each channel, yielding the
flat result depicted in Figure 4(c).

3.3. Tempered-Scale Mapping

The previous steps allow one to separate the entire signal
spectrum into octaves. These are defined as a function of the
normalized sampling frequency 27 in the following way:
The highest octave of interest lies within 77/2 and 7; the
second highest octave lies between /4 and /2, and so on.
After that, each of the M octaves is divided into /N equally
spaced channels, taking advantage of the FFT-like efficient
algorithm.

A simple strategy can be devised to map the BQFFB
channels onto candidates to fundamental frequencies of the
equal tempered scale:

1. Starting from a reference note (e.g. A4 = 440 Hz),
compute the theoretical fundamental frequencies of
musical notes spanning the complete spectrum, and de-
fine a half-tone band ¢; around each note {.

2. Starting from the sampling frequency (e.g. Fs =
44.1 kHz), once the number of octaves to be analyzed
by the BQFFB (e.g. M = 10) and the number of chan-
nels within each octave (e.g. N = 32) have been cho-
sen, define the lower and higher limits of each individ-
ual BQFFB channel.

3. Compose each candidate fundamental [ by adding up
the BQFFB channels contained in ¢; weighted by their
percentage of intersection.

For the values suggested above, one would consider the
range associated to A4 from 427.5 Hz to 452.9 Hz. On the
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Figure 4. Example of gain compensation af-
ter the octave separation stage: (a) Magni-
tude response without gain compensation;
(b) Gain compensation; (c) Magnitude re-
sponse with gain compensation.

other hand, the three associated BQFFB channels should
be: A from 425.2 Hz to 436.0 Hz; B from 436.0 Hz to
446.8 Hz; C from 446.8 Hz to 457.6 Hz. The weighted sum
would then take 79% of channel A, 100% of channel B, and
56% of channel C to form the corresponding A4 channel.
This process is illustrated in Figure 5.
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Figure 5. Mapping example between BQFFB
channels and note channels.

4. Experiments

In order to illustrate the behavior of the BQFFB system
described in this paper, two computer experiments are de-



scribed.

In the first one, one performs the analysis of a sinusoidal
signal whose frequency varies according to an ascending
chromatic scale, i.e. where each note is one half-tone above
its predecessor. This test verifies the BQFFB effectiveness
along the frequency range, and shows the effects of the oc-
tave filter compensation and tone-mapping procedure de-
scribed previously.

The second experiment tests the system under a practical
AMT scenario. A real recording is submitted to the system
to verify the percentage of notes correctly detected.

4.1. Experiment 1: Chromatic Scale

The chromatic scale used in this experiment extends
from C5 (523 Hz) to E8 (5274 Hz). The respective input
signal was submitted to a BQFFB with M = 10, N = 32,
without any compensation procedure, generating the output
seen in Figure 6.
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Figure 6. Experiment 1: BQFFB output for the
signal containing the chromatic scale.

By applying the tone-mapping procedure, the BQFFB
octaves with 32 filter channels are mapped onto musical
octaves with 12 note channels each. The result is seen in
Figure 7, where all the tones are properly distinguishable in
frequency and time.

From the gray scale in Figure 7, one notices that distinct
tones have been detected with different intensities, an ef-
fect of the non-ideal octave separation. The experiment was
then repeated with the gain-compensating technique. Fig-
ure 8 shows the direct sum of the filter outputs in both cases
without and with the gain compensation. Transients were
purposely kept to serve as markers of note transitions. From
the plots, one verifies that the gain compensation succeeded
in equalizing the response of octave-separation filters.

4.2. Experiment 2: Real Recording

This experiment aims at evaluating the system perfor-
mance over a real signal. This signal contains an execu-
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Figure 7. Experiment 1: BQFFB output for the
signal containing the chromatic scale after
the tempered scale mapping.

Amplitude

Amplitude

Figure 8. Experiment 1: BQFFB output for the
signal containing the chromatic scale. (a) Be-
fore the octave filter compensation. (b) After
the octave filter compensation.

tion of the piece “Flight of the Bumblebee”, by Rimski-
Korsakoff, arranged for piano by Rachmaninoff. The main
information to be retrieved concerns the detected notes. At
this point, it is not important to estimate onsets and offsets.
The task is to verify if the notes present in the musical score
are indicated by the BQFFB output, which is shown in Fig-
ure 9. Note detection was based on the simple search for
local maxima, at each time instant, at the outputs of the
BQFFB channels. The results are shown in Figure 10.

Comparing the notes from the BQFFB output and from
the musical score, one concludes that 80% of the notes were
detected. It shows that the BQFFB can generate an output
that can be presented to the next block in an AMT system
in order to detect musical notes.
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Figure 9. BQFFB output for the signal containing the “Flight of the Bumblebee”.
' ' ' tremely simple heuristics.
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Figure 10. Simple note detection, of the
“Flight of the Bumblebee extract”, based on
the BQFFB output after gain-compensation
and channel-mapping procedures.

5. Conclusions

This paper explored practical issues concerning the
bounded-@ fast filter bank (BQFFB) implementation for
the automatic music transcription. The impact of some solu-
tions were illustrated over some computer experiments us-
ing artificial and real signals. The results are quite promis-
ing when they are put into an AMT scenario, since it was
possible to reach near 80% of detection rate after an ex-
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