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ABSTRACT

This paper describes algorithms for estimating two important fea-
tures associated with the reverberation effect on speech signals:
the reverberation time and direct-to-reverberant energy ratio. Both
methods are referred to as blind algorithms in the sense that they
are entirely based on the reverberant signal itself, not depending on
the knowledge of the clean original signal. Proposed schemes use
subband analysis to generate more and more reliable information,
which is post-processed using basic statistical analysis to provide
the desired estimate for each particular feature. Modifications on
the original estimation algorithms are introduced to cope with lower
SNRs. Performance of both algorithms is assessed under the ACE
Challenge scope, which included a set of 288 speech signals for
training and 4500 signals for final test. Results indicate the effec-
tiveness of both techniques particularly in high-SNR situations.

Index Terms— blind estimation, reverberation time, direct-to-
reverberant energy ratio, subband analysis

1. INTRODUCTION

Reverberation is an acoustical effect where the reflections of an au-
dio signal on the room surfaces generate a series of attenuated-and-
delayed copies which are perceived altogether as a single signal.
Although a slight amount of reverberation can enhance the qual-
ity of speech signals, a long reverberation tail can severely affect
speech intelligibility and/or reduce the perceived quality [1].

Among the main features associated to the reverberation ef-
fect, one may list the so-called reverberation time (RT, T60) and the
direct-to-reverberant energy ratio (DRR, Edr). The T60 is formally
defined as the time interval required for a sound level to decay 60
dB after ceasing its original stimulus. Generally speaking, the RT
quantifies the reverberation duration along time, whereas the DRR
describes the reverberation effect in the space domain, providing
insight on the relative positions of the sound source and receiver.

Most RT and DRR blind estimators found in the literature
search for a persistent energy decay over time on the degraded
signal, characterizing a so-called free decay region (FDR). In an
FDR, one assumes that the sound stimulus has already finished and
only the reverberation effect persists, allowing one to characterize
it more clearly in such signal intervals.

The blind RT estimator presented in [2] performs a time-
frequency decomposition of the speech signal using a sliding dis-
crete Fourier transform (DFT). In each resulting subband, one
searches for signal FDRs where an estimate for the RT and DRR
features can be determined. In the end, the combined subband-FDR
analysis generates more partial estimates for each feature which are

subsequently sorted out by a basic statistical analysis, resulting in
more reliable estimates.

The main contributions of this paper include adapting the sub-
band RT estimation algorithm first presented in [2] to low-SNR con-
ditions and introducing a similar subband estimation algorithm for
the DRR feature. Performance assessment for both algorithms is
then performed under the ACE Challenge framework including re-
sults for the algorithm development and evaluation stages [3].

To introduce the subband-FDR estimation algorithms for the
RT and DRR reverberation features, this paper is organized as fol-
lows: In Section 2, the general subband-FDR scheme is introduced,
whereas Section 3 discusses the modifications incorporated to the
original algorithm making it suitable for low-SNR (below 30 dB,
for instance) situations. Section 4 details the ACE Challenge, which
considers the blind RT and DRR estimation for a large dataset of
speech signals impaired by reverberation and additive background
noise. Finally, Section 5 includes the results achieved by the pro-
posed RT and DRR estimation algorithms under the ACE Challenge
dataset conditions.

2. PROPOSED BLIND SUBBAND-FDR ESTIMATORS

The general framework for the proposed RT and DRR estimators is
shown in Figure 1. In this diagram, each algorithm is implemented
through five consecutive steps, which are detailed further below.
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Figure 1: Block diagram of blind parameter (RT and DRR) estima-
tors using subband decomposition.
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2.1. Time-Frequency Representation

In this initial stage, the reverberant speech signal, sr(n), is di-
vided into L frames using a length-M window function w(n), and
a K-bin discrete Fourier transform (DFT), F{·}, is applied to each
frame, generating the time-frequency representation Sr(k, l) such
that

Sr(k, l) = F{w(n)sr(n)}, (1)

for k = 0, 1, . . . , (K−1), l = 0, 1, . . . , (L−1), and n = l(M−
V ), l(M−V )+1, . . . , l(M−V )+M −1, where V is the number
of overlapping samples of two consecutive frames.

In our spectral analysis, K was chosen as the lowest power-of-
two greater than or equal to M . As most of the speech energy lies
within the analog frequency range 0 ≤ f ≤ 4 kHz, we restrict all
subsequent analyses to the values of k such that 0 ≤ Fsk

K
≤ 4 kHz,

thus achieving more reliable feature estimates, where Fs ≥ 8 kHz
is the associated sampling frequency.

2.2. Subband FDR Detection

As mentioned in Section 1, the FDRs are characterized by a consis-
tent energy drop in consecutive signal frames. In the proposed al-
gorithm, this search is performed for all individual subbands, which
tend to present a distinct energy pattern [4]. By defining the energy
of the kth sub-band of the lth signal frame as

E(k, l) = |Sr(k, l)|2, (2)

the FDR search is performed across the frame index l =
0, 1, . . . , (L−1), for each frequency bin k. Extending Vieira’s cri-
terion [5, 6] to the transform domain, a subband-k FDR is charac-
terized by a decrease of E(k, l) within a 500-ms interval along l.
Using frames of M = 0.05Fs samples with V = M/4 overlap-
ping samples, this 500-ms interval translates into consecutive

Llim =
0.500Fs
M − V ≈ 13 (3)

subband frames with decreasing energy. In the proposed algorithm,
however, if no FDR satisfies this criterion in a given subband, this
threshold number Llim is iteratively reduced to at least 3 frames,
guaranteeing a minimum amount of meaningful data for the subse-
quent stages of the algorithm [2].

For a sampling frequency of Fs = 16 kH as employed in the
ACE Challenge, for instance, we have a frame length of M =
0.05Fs = 800 samples and, therefore, K = 1024 spectral bins.

2.3. Subband Feature Estimation

Standard RT-estimation algorithms search for the time interval re-
quired by some linear fitting of the energy decay function (EDF)

c(n) = 10 log10


N−1∑
ν=n

h2(ν)

N−1∑
ν=0

h2(ν)

 dB, (4)

for n = 0, 1, . . . , (N−1), to drop 60 dB [7, 8, 9]. The key aspect
in such algorithms is choosing a proper time interval n1 ≤ n ≤ n2

to perform the linear EDF approximation. In general, n1 is taken as
such c(n1) = −5 dB [10], whereas n2 minimizes the mean-squared
error (MSE) between the actual value of c(n) and its linear fitting

within n1 ≤ n ≤ n2 [8, 9]. In our RT estimator, we have adapted
Schroeder’s algorithm [7] to the frame-based subband EDF (SEDF)
defined as

c̄(k, l) = 10 log10


L̄−1∑
λ=l

E(k, λ)

L̄−1∑
λ=0

E(k, λ)

 dB, (5)

for l = 0, 1, . . . , (L̄−1), where L̄ is the number of frames within
a given subband FDR. Therefore, the RT estimate is determined by
the time interval required by an SEDF linear fitting to drop 60 dB,
with the frame-index extremes chosen analogously as before [2].

For a length-N RIR h(n), the DRR is defined as [11, 12]

Edr =

nd+nb∑
n=nd−na

h2(n)

N∑
n=nd+nb

h2(n)

, (6)

where nd, na, and nb are the time indexes associated to the direct-
sound, 1-ms, and 1.5-ms components, respectively. Within the kth
spectral bin of a given FDR, the maximum value of S(k, n) along n
is associated with the direct-sound component, and the kth subband
DRR estimate for the rth FDR is given by

Êdr(r, k) =

nd(k)+nb∑
n=nd(k)−na

S2(k, n)

Nr∑
n=nd(k)+nb

S2(k, n)

, (7)

with na and nb as before. There could be more than one FDR for
the same subband, making a total of Rk FDRs for the whole speech
signal.

The ACE challenge adopted a DRR definition based on [13],
which is different although similar from the one described in (6):

Êdr(r, k) =

nd(k)+nb∑
n=nd(k)−na

S2(k, n)

nd(k)−na∑
n=0

S2(k, n) +

Nr∑
n=nd(k)+nb

S2(k, n)

, (8)

where na = nb is the time index associated to an 8-ms length. In
accordance to the ACE challenge’s DRR definition, our approach
was modified to use (8) instead of (7).

2.4. Statistical Analysis

The role of the statistical-analysis stage is to sort out all the subband
partial estimates to generate a reliable candidate for the final RT and
DRR estimates.

Assuming that a total of Rk FDRs were found in the kth sub-
band, each partial RT estimate can be denoted by T̂60(r, k), for
r = 1, 2, . . . , Rk. In the proposed scheme, the estimate T̄60 is de-
termined as the median value of all subband medians T̄60(k), thus
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avoiding biased/noisy extreme values generated in previous stages
of the algorithm.

The DRR estimate follows the same rationale of the RT esti-
mate. The kth subband DRR estimate, Ēdr(k), is obtained from
the average of all partial DRR estimates, Êdr(r, k), with FDRs as-
sociated to the subband in analysis. The proposed DRR estimate
Êdr is determined as the average value of all subband DRR esti-
mates Ēdr(k) restricted to the frequency range 2.5 ≤ f ≤ 3 kHz.

2.5. Parameter Mapping

The relationship between the sub-band (T̄60) and fullband (T̂60) RT
estimates constitutes an open problem in the literature [14, 15, 16].
Our subband RT estimates, for instance, although highly correlated
to the standard fullband T60 metric, vary within a different dynamic
range due to the median operator employed in its derivation. To
compensate for this, a scale-adjusting linear-regression mapping is
performed using the ACE Challenge development dataset (see Sec-
tion 4 below) onto the feature estimates such that

T̂60 = αT̄60 + β, (9)

with α = 3.2 and β = −962 ms for estimated SNR greater or
equal than 5 dB and α = 4.1 and β = −1173 ms for estimated
SNR lower than 5 dB chosen in a system training stage.

For the DRR estimate, the linear mapping is of the form of (9)
with α = 4.4 and β = 15.4 dB for estimated SNR greater or equal
than 5 dB and α = 2.7 and β = 12.8 dB for estimated SNR lower
than 5 dB.

3. ALGORITHM ADAPTATION FOR LOW SNR LEVELS

3.1. Denoising

The denoising approach adopted in this work requires an SNR es-
timation algorithm, which is an extremely simple technique. As-
suming that the first 500 ms of the speech signal provided by ACE
Challenge had only noise samples, the noise power Pn and its stan-
dard deviation σn were calculated over a few of the ACE devel-
opment signals. Then, the remaining of each signal is split into
frames of 5 ms, and each frame energy is compared to the threshold
(Pn + σn): if the frame energy is greater, the frame is labeled as
speech corrupted by noise; otherwise, it is labeled only as noise. In
order to enforce some time consistency, intervals lower than 50 ms
of either noise or speech are considered mislabeled. By knowing
the intervals of speech corrupted by noise and only noise, one can
estimate their respective powers Ps+n and Pn, and form an initial
SNR estimation

ρ̄ = 10 log10

Ps+n − Pn
Pn

. (10)

The final SNR estimate was obtained applying a linear mapping
ρ̂ = αρ̄ + β, with α = 1.1 and β = −5.6, which reached 96%
correlation with only a 2.29 dB of root mean-squared error (RMSE)
using the development data provided by the ACE Challenge staff.

The original RT and DRR estimation algorithms were drasti-
cally affected by the SNR inflicted in the speech signal, due to the
fact that they were originally designed to work in a scenario of high
SNRs. In order to adapt both algorithms to distinct SNR conditions,
two different procedures were considered:

• In the high-SNR case (ρ̂ ≥ 5 dB), the speech signal was pre-
processed by a noise tracker [17] algorithm followed by a stan-
dard “direct-decision” speech estimator [18], which was capa-
ble of efficiently reducing the noise in such low-degradation
scenario.

• In the low-SNR case (ρ̂ < 5 dB), a minimum MSE algorithm
was employed to estimate the spectral amplitude of the sig-
nal [18, 19], which has shown to be effective in harsh condi-
tions, followed by the same noise-tracker algorithm as before.

3.2. SNR-Based Linear Mapping

In the original RT estimation approach [2], devised for high SNR
scenarios (above 30 dB), the linear mapping (9) considered α =
3.4 and β = −1165 ms. The same linear mapping, however, was
changed to as given in Subsection 2.5, to comply with the lower-
SNR scenarios covered by the ACE Challenge conditions. A similar
SNR-dependant mapping was also employed by the proposed DRR
algorithm.

4. ACE CHALLENGE

The Acoustic Characterization of Environments (ACE) Challenge
is a competition devised to evaluate state-of-the-art algorithms for
blind acoustic T60 and DRR estimation from speech signals.

A dataset specifically designed for the challenge was provided,
including speech with durations between a few seconds and over
a minute, from male and female talkers in different sized rooms
and noise conditions (ambient, fan, and babble noise) for a sin-
gle or multiple microphone(s). The dataset is divided into two
databases:

• Development (Dev) database: composed by a set of 288 noisy
reverberant speech files. It was also provided the ground truth
values for the T60 and DRR measurements.

• Evaluation (Eval) database: this database comprise a broader
range of reverberation conditions. It is composed by a set
of 4500 noisy reverberant speech files for each microphone
configuration. Naturally, no ground truth is provided for this
dataset.

The noisy reverberant speech files were constructed from ane-
choic speech convolved with the measured acoustic impulse re-
sponses (AIRs) obtained from a given room, with additive noise
recorded in the same room conditions. Both Dev and Eval datasets
were downsampled to a sample rate of Fs = 16 kHz and converted
to 16-bit depth.

5. ESTIMATION RESULTS

The algorithms described in this paper were applied only to the
single-microphone configuration of the ACE Challenge.

Figure 2 shows the results of the estimated parameters for the
288 signals of the Dev database, combining with the provided
ground truth T60 and DRR measurements for each SNR.

The estimated error of T60 and DRR parameters along de Dev
database is shown in Figures 3 and 4 respectively. From this data,
one notices that the proposed algorithm is more effective when es-
timating the T60 (which reach 90% correlation on high SNR) than
the DRR measures.
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The results of the ACE Challenge fullband T60 estimation er-
ror and DRR percentage estimation error for each type of noise
and SNR are shown in Figures 5 and 6, respectively. Comparing
the results obtained for the development and evaluation datasets,
one clearly notices a significant increase in the estimation error dy-
namic range for both features, what should be expected since the
Eval dataset spans a wider range of reverberation scenarios. Such
increase is more noticeable in the DRR estimates. For the RT es-
timator, however, one can notice an excellent performance of the
proposed estimator, particularly for higher SNR values, indicating
a good generalization property for the proposed algorithm.

Figure 2: Estimated T60 and DRR combined with ground truth pa-
rameters on Dev database.

Figure 3: T60 percentage estimation error by types of noise and
SNR on Dev database.

6. CONCLUSION

This paper described blind algorithms for estimating the reverber-
ation time (RT) and direct-to-reverberant energy ratio (DRR) of
speech signals. Both algorithms employ a subband analysis and
search for free-decay regions in each spectral bin to generate more
partial estimates for a subsequent data-sorting procedure. Perfor-
mances of the two algorithms were assessed under the ACE chal-

Figure 4: DRR estimation error by types of noise and SNR on Dev
database.

Figure 5: T60 percentage estimation error by types of noise and
SNR on Eval database.

Figure 6: DRR estimation error by types of noise and SNR on Eval
database.

lenge conditions. Results indicated a reasonable DRR estimate and
a quite successful RT estimation, particularly for higher SNR levels.
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