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ABSTRACT

This paper deals with the challenging problem of visual anomaly
detection in a cluttered environment using videos acquired with a
moving camera. The anomalies considered are abandoned objects.
A new method is proposed for comparing two videos (an anomaly-
free reference video and a target one possibly with anomalies) by
using convolutional neural networks as feature extractors for a sub-
sequent anomaly-detection stage using a classifier. Two classifier
strategies are considered, namely a fully-connected neural network
and a random forest algorithm. Results for a comprehensive aban-
doned object database acquired with a moving camera in a cluttered
environment indicate that the proposed architecture can match even
the state-of-the-art algorithms in terms of object-detection perfor-
mance, with a reduction in processing time of 80%.

Index Terms— Video Surveillance, Deep Neural Networks,
Background Subtraction, Image Classifiers.

1. INTRODUCTION

Video surveillance systems are becoming commonplace. With each
passing day we become increasingly aware of the amount of public
places that use such systems primarily for security purposes. Most
of them have been designed to operate nonstop, and therefore they
generate huge amounts of data that would be virtually impossible for
humans to keep constant watch and analyze properly. To help cope
with this issue, multiple solutions have been designed to process the
data automatically from the recorded videos and extract essential in-
formation regarding the detection of anomalies [1][2].

The most common surveillance setups involve installing multi-
ple fixed cameras scattered on the environment. Sometimes, how-
ever, this approach might not be ideal due to the increased cost of
the equipment. One of the possible ways to circumvent this issue
is to install a camera on a moving platform that scans the whole
surveilled area. Throughout the years many solutions have been pro-
posed to solve the problem of detecting abandoned objects and other
video anomalies in videos acquired with moving cameras in differ-
ent scenarios. For example, in [3] a camera is mounted on a drone
to detect moving objects in real-time, while [4] employs multiple
videos featuring different scenarios where a moving camera is used
together with computer vision methods to detect movement patterns.

Although there are algorithms based on image processing tech-
niques that are successful in achieving a good detection perfor-
mance, as discussed in [5] most of them are not capable of process-
ing huge amounts of data in real-time. Also, as shown in [3], some
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solutions require probabilistic models that are based on both spatial
and temporal consistency to achieve their results, leading not only
to a large processing time but also to possible classification mistakes
in case of abrupt changes to the observed environment.

In this paper we propose a new architecture based on deep-
learning features to detect moving-camera video anomalies in a clut-
tered industrial environment. In this new system a convolutional
neural network is used to extract deep features of (anomaly-free)
reference and target video frames which are then fed to a classifier
for detecting possible abandoned objects.

To describe the proposed algorithm, the remainder of this pa-
per is organized as follows: Section 2 introduces the proposed
deep-feature based architecture for anomaly detection in surveil-
lance videos. In Section 3 the experimental results are presented
and compared with the ones from state-of-the-art image process-
ing algorithms. Finally in Section 4 the author’s conclusions are
presented.

2. PROPOSED ANOMALY DETECTOR BASED ON DEEP
FEATURES

Recent developments in machine learning have shown through mul-
tiple experiments that the weights of a convolutional neural network
(CNN) can be adjusted to detect particular image patterns depend-
ing on the network size (number of layers and number of neurons in
each layer), the proper training algorithm, and available database [6].
In these systems the initial (or shallower) layers tend to detect more
generic image patterns, such as color blobs, edges, etc., while at the
deeper network layers the weights tend to detect more object-specific
patterns, such as a cat’s face or the shape of its head. Still accord-
ing to [6], the first few layers of the network might not detect most
patterns related to the main points of interest on the image, repre-
sented by salient objects in the frame, but they may be still able to
detect some features that are correlated to the image background.
This particular trait is relevant to the addressed problem of detecting
unknown abandoned objects. In fact, since the surveilled environ-
ment is constantly recorded by the moving cameras, one can deduce
that it is easier to detect features related to the environment and at-
tribute the foreign features as anomalies, in this case abandoned ob-
jects.

To help distinguish among these foreign features, the concept of
target (T ) and reference (R) frames is introduced. A T represents
frames that may or may not have anomalies and will be analyzed to
reveal the presence of a possible abandoned object. AnR represents
frames containing only the background, considered to be the nor-
mal state of the environment. After obtaining the features for both
images, one can separate the features of T that do not belong toR.

This paper introduces an algorithm that extracts the features gen-
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Fig. 1. Block diagram of deep-feature extraction for the proposed anomaly-detector architecture: (a) The pre-trained ResNet50 network
analyzes a pair of reference-target video frames, and the deep-feature outputs for 17 distinct ResNet 50 layers (16 from residual blocks (RES
BLK) and 1 from the first convolutional layer (CONV LYR)) are extracted and then subtracted. (b) The ”LAYER SELECTOR” block selects
which subtracted deep-feature output(IO,i) is used as the input for the classifier (anomaly-detector).

erated from a pair of target and reference frames in multiple convo-
lutional layers from a deep CNN and trains classifiers to detect the
presence of possible abandoned objects in the target frame, as il-
lustrated in Figure 1. The CNN architecture employed here is a pre-
trained ResNet50, as described in [7], which includes a large number
of convolutional weights and implements the residual blocks with
bottlenecks, allowing the algorithm to extract more varied features
through its layers [8]. Thanks to its ability to identify 1000 different
classes of objects, the ResNet50 network provides a robust filter se-
lection to detect as many features as possible for several object types
and the background, as discussed in [6]. It is important to note that
transfer learning is justified here, since a complete training proce-
dure for the deep-learning network would require huge amounts of
annotated data which are quite hard to obtain due to the cluttered-
environment constraint imposed in our application.

The ResNet50 can generate multiple different feature outputs
depending on which layer one wants to extract them from. In our
case we chose to get the features from the entry of each convolutional
block in the network, generating 17 sets of features. The proposed
algorithm gathers all the feature outputs from one of the residual
blocks (the only exception being the last set of features that is the
input of the average pooling layer or, equivalently, the output of the
last residual block) and feed them into a classifier. An average pool-
ing layer is inserted at the end of each layer to reduce the amount of
parameters that the classifier analyzes [8]. The array AP containing
the average polling kernel size for each CNN layer is given below:

AP = {21,28,28,28,21,21,21,21,14,14,14,14,14,14,7,7,7}. (1)

Let TF andRF be two sets of matching target and reference frames,
respectively. The algorithm does a forward-pass through the CNN
resulting, for layer i, i = 1, . . . , 17, in a pair of feature output arrays
represented by TO,i and and RO,i. A feature discrepancy is then
determined as

IO,i = TO,i −RO,i (2)

and can be used as the classifier input to determine the presence or
not of an abandoned object.

The architecture of the detection algorithm is made with two
classifiers in mind: First, a multilayer perceptron (MLP) network is
proposed with 2 hidden layers, the first with 50 neurons and the sec-
ond one with 1600. The ReLU [9] activation is used after each one
of the hidden layers, and for the output layer the sigmoid [10] activa-
tion is employed. The choice of the latter is due to the loss function

used in this network, which is the binary cross-entropy, a special
case for the log (cross-entropy) loss [11] using only one class on the
output to determine if the input belongs to that class or not. In our
experiments we empirically set an MLP learning rate of 2 × 10−3

and use the AdaMax optimizer function, which is a variation for the
standard Adam optimizer [12], we also applied an L2 regularization
of 5 × 10−3 which is standard in the deep learning literature. The
second classifier considered here uses the random forest algorithm
(RFA) [13]. This algorithm is more capable of properly classify-
ing an input which contains more randomized or non-correlated fea-
tures. We compare the performance of this alternative classifier to
the one of a standard neural network. In our experiments, the RFA
has a maximum of 100 trees. Even though one could consider this
algorithm to be more complex than a neural network, it is easier to
implement and train on a computer with just a modern CPU, in con-
trast with the MLP that requires the use of GPU processing to be
trained in a viable time depending on the data volume.

The specific parameter values used in the configuration of the
classifiers were obtained by testing several combinations of config-
urations for these classifiers. The MLP configurations were tested
with 0, 1 or 2 hidden layers, where each layer contained a random
number of neurons between 50 and 3000. The range of testing for
the learning rate was from 10−2 to 10−5. As for the RFA classifier,
its configurations were tested with their numbers of trees ranging
from 10 to 300 trees.

Let K be an array that cointains the labels for IO,i, such as:

Ki =

{
1, if Ti has an abandoned object
0, otherwise

. (3)

The output generated by both classifiers is an array Λ with predic-
tions in the form of a probability value between 0 and 1 for each
frame Ti. To determine if the value from the output represents the
presence of an abandoned object, a threshold Th is applied to Λ, cre-
ating the classification array ΛT such that

ΛTi =

{
1, if Λi > Th
0, otherwise

. (4)

This procedure is carried out first on a validation frame set, whose
labels K are known beforehand. Th is a threshold between 0 and 1
that generates a ΛT with the least amount of errors when compared
to K, as determined by the validation set during the training phase
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of the algorithm. This chosen Th is then used to generate a classifi-
cation array ΛT for the test set of frames. This array determines if
each frame Ti contains an abandoned object or not.

3. EXPERIMENTAL RESULTS

3.1. Video Database

The proposed algorithm was tested using the VDAO (Video Database
of Abandoned Objects), described in [14] and available at [15]. The
database consists of multiple videos recorded in a cluttered industrial
environment with a camera attached to a moving platform guided
by a fixed rail, which makes it move according to a back and forth
pattern. Several different objects are placed along the same path
covered by the field of view of the camera and for every object
combination there are two different lighting conditions. Every video
that features at least one abandoned object is labeled as a target
video, and each one of those has a correspondent video labeled as a
reference video, which features no abandoned object.

A subset of the VDAO database composed of 59 pairs of tar-
get/reference videos was chosen to evaluate the performance of the
proposed algorithm by comparing it to other methods. The afore-
mentioned videos are the same ones used in [16] and may be ac-
cessed at [17]. Due to the size constraint of the VDAO, the 59-video
set was split onto nine disjoint test subsets, each one containing all
pairs of target/reference videos of a given object. We trained nine
networks using one video group for test, and the eight groups for
training, while separating 10% of the frames for parameter valida-
tion. In this way all the videos were used for testing and an object is
never used simultaneously for training and testing. The videos were
previously synchronized using the algorithm described in [18].

Although the VDAO videos were recorded at a 1280x720 res-
olution, the frames of both training and test batches were spatially
downsampled to a 640x480 resolution and downsampled in time by
4. The mini-batch size for both training and testing was 32 frames.
In the dataset, 79% of the frames contain an abandoned object, while
the remaining 21% are random background frames without aban-
doned objects.

3.2. Performance Metrics

The performance for the classifiers and the other methods was mea-
sured with the following metrics: (i) True Positive (TP) detection
rate, where a TP occurs when an object is detected by the classi-
fier in a frame from the test batch that features an abandoned object;
(ii) False Positive (FP) detection rate, where an FP occurs when an
object is detected by the classifier in a frame from the test batch
which does not feature an abandoned object. Also, since the met-
rics described in [5] are different from the ones used on this paper,
for a fair comparison we have executed in our database the soft-
ware from the methods whose results are given in [5] (STC-MC [16],
DAOMC [19], MCBS [20] and mcRoSuRe-A [5]) to find TP and FP
rates. By using the whole frame as a bounding box for the aban-
doned object in the set of frames that contain anomalies, a TP occurs
if at least one pixel is detected in a frame that contains an object. In
addition, if a frame does not contain any abandoned object, an FP
occurs if there is at least one pixel detected in the frame. Finally, we
consider the DIS parameter that is defined as:

DIS =
√

(1− TP)2 + FP2, (5)

which can be interpreted as the minimum distance of an operating
point to the point of ideal behaviour (TP = 1 and FP = 0).

3.3. Detection Results

The detection results for the proposed architecture are shown in Ta-
ble 1 for the several different CNN layer depths that provided the
best DIS results when input to the classifier (see Figure 1). In that
table, the TP and FP rates represent the mean of the TP and FP rates
for all the 59 videos. According to these results, we can see that
most of the features that deliver the best DIS results are extracted
from the initial layers (first four) of the CNN. This suggests that,
when using pre-trained deep features for the application at hand, it
is not necessary to have a very deep convolutional architecture. The
best results for both classifiers illustrate well that statement, since
they have their best abandoned object detection results when they
are fed by the output of the third and fourth convolutional layers.

Table 1. Mean and standard deviation for the FP and TP and the
resulting DIS metric of the features extracted from the six first layers
for both proposed architectures (MLP and RF classifiers). “Layer”
indicates which CNN layer output features are input to the classifier.

CNN + RF CNN + MLP

Layer FP TP DIS FP TP DIS
1 0.32 0.68 0.45 0.39 0.70 0.49
2 0.30 0.73 0.40 0.36 0.70 0.47
3 0.24 0.69 0.39 0.34 0.71 0.44
4 0.25 0.74 0.36 0.28 0.66 0.44
5 0.27 0.68 0.42 0.40 0.76 0.47
6 0.27 0.68 0.42 0.39 0.73 0.47

By inspecting these results one can notice that the CNN + RF
method presents better results than those of CNN + MLP. One can
also observe that the MLP and RF classifiers have their best results
with the same group of features. This suggests that these two classi-
fiers deal similarly with features output from the CNN.

Since the best results come from features extracted by early lay-
ers of the CNN it seems that the high level features extracted by the
CNN are not very suitable for this application. This might be ex-
plained by the fact that the early layers of this pre-trained network
extract general geometric features from the image, while the deeper
layers extract more class specific features that are linked with the
original classification task of the ResNet.

Table 2. Average detection comparison of proposed methods with
that of STC-MC [16], DAOMC [19], MCBS [20], and mcRoSuRe-
A [5] methods for the 59 single-object videos in [17].

Method TP FP DIS

STC-mc [16] 0.48 0.41 0.66
DAOMC [19] 0.89 0.46 0.47
MCBS [20] 0.99 0.98 0.98

mcRoSuRe-A [5] 0.95 0.37 0.37
CNN + MLP 0.66 0.28 0.44
CNN + RF 0.74 0.25 0.36

In the assessment of the detection performance of the proposed
methods relative to the state-of-the-art for the application at hand, we
used the best configuration for both classifiers in Table 1. The state-
of-the-art methods used in this comparison are: spatio-temporal
composition for moving-camera detection (STC-mc) [16], detec-
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Table 3. Time (in seconds) comparison between the digital image processing methods and the machine learning methods when analyzing
seven out of the 59 videos from the VDAO database.

Object STC-mc DAOMC MCBS mcRoSuRe-A CNN + MLP CNN + RF CNN + MLP CNN + RF
(worst case) (worst case) (best case) (best case)

Dark Blue Box 1 433 265 50924 52 9.4 9.5 6.2 6.3
Towel 345 280 50403 38 9.6 9.7 6.5 6.5
Shoe 542 293 50427 38 9.8 9.9 6.6 6.8

Pink Bottle 415 280 50170 38 9.3 9.4 6.2 6.3
Camera Box 448 299 50238 45 9.8 9.9 6.7 6.8

Dark Blue Box 2 221 289 51740 38 9.7 9.8 6.7 6.8
White Jar 248 282 49901 36 9.4 9.6 6.3 6.4

Average 379 284 50543 41 9.6 9.7 6.4 6.5

tion of abandoned objects with a moving camera (DAOMC) [19],
moving-camera background subtraction (MCBS) [20], and moving
camera robust subspace recovery - accelerated (mcRoSuRe-A) [5].
The results in Table 2 show that the CNN + RF method is com-
petitive with the state-of-the-art methods when one considers the
DIS metric. Even though the proposed methods are based on deep
features, they might not achieve TP values as high as those of the
other methods, but on the other hand, one of their key advantages
is their low FP value. This means that the algorithm is less prone
to making false evaluations when it comes to frames without an
abandoned object.

In the proposed method only a simple temporal consistency was
used to improve the results. We applied a median filter with window
size five to the output detection of each video, this way consecu-
tive frames on a video tend to present the same positive or negative
detection.

3.4. Execution-Time Results

Table 3 exibits the execution times for both the state-of-the-art and
the proposed methods. The videos used for this benchmark are the
first seven videos from [17]. All the training for the proposed algo-
rithms, as well as the performance tests were carried out on a com-
puter with the following specifications: a CPU Intel Core i7-4790K
@ 4.00GHz, with 32GB of RAM and a discrete NVIDIA Geforce
GTX Titan Xp with 12GB of VRAM, running MATLAB c©2015a
and Tensorflow v.1.1.0 API.

For the proposed methods, the execution time is measured as the
elapsed time between a forward-pass through the CNN from a test
batch input and the creation of the ΛT output. The training time
for the classifiers is not taken into account in these results, since the
training in such applications is done offline. Regarding the depth
of the CNN, Table 3 shows two different results for each type of
classifier. According to Table 1, layer 8 will be used as the worst
case scenario for a time performance and layer 1 as the best case
scenario. From these values, it is clear that the CNN + MLP method
is the fastest one among the proposed methods, with the CNN +
RF being marginally slower (due to the CPU implementation used
to evaluate the test sets). The results show that the CNN + MLP
method is at least three times faster than the mcRoSuRe-A even for
the worst case scenario for the CNN.

4. CONCLUSION

This paper introduces an algorithm that detects abandoned objects
in a cluttered environment using a moving camera. The proposed
method is a combination of different machine-learning algorithms

that extract image features from multiple intermediate layers of a
deep residual neural network [8] using pre-trained weights. This
strategy avoids the need of a huge image database to train a deep
convolutional neural network, so that the training can be focused on
smaller classifiers.

The proposed method presents competitive overall results with
the state-of-the-art in abandoned object detection in a cluttered
environment using a moving camera, with the advantage of hav-
ing smaller processing times. Results obtained using the VDAO
database show that the RF classifier method is able to attain sim-
ilar performance compared to state-of-the-art image processing
techniques while using 80% less processing time on average. The
algorithm presented the closest result to the ideal scenario on aver-
age for all test videos, achieving 0.74 overall true positive and 0.24
of false positive detections.

Two different classifier algorithms were considered, namely the
multilayer perceptron (MLP) and the random forest algorithm (RF).
We verified that the RF classifier provides comparable results with
state-of-the-art using simple features from the shallower layers in
the network. The other experimented classifier, namely the MLP,
attained slightly worse results, yet having similar results to the state-
of-the-art. This might be an indication that the features obtained
from deeper layers of the CNNs pretrained on a general classifica-
tion task, are not adequate for the application at hand. However,
the good results obtained using the RF classifier, which can be eas-
ily trained on CPU processors in opposition to the GPU processors
needed to train the MLP, and the few first convolutional layers high-
light its capability as a good classifier and suggest that the proposed
architectures should be further investigated. A possible path to im-
prove those results should be using features extracted from a network
trained with data that is more suitable to our application.
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