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We all change. When you think about it, we're all different people all through our lives, and that's okay, that's good, you gotta keep moving, so long as you remember all the people that you used to be. I will not forget one line of this. Not one day. I swear. I will always remember when the Doctor was me.
-The Doctor, Doctor Who

People's dreams... don't ever end!
—Marshall D. Teach, One Piece
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Neste trabalho, investiga-se o uso de técnicas de processamento de sinais e visão computacional com o objetivo de fornecer ferramentas para a análise de sinais em um contexto de deteção de anomalias com aplicação na indústria. Para este tipo de análise, é comum ser realizado algum tipo de comparação entre sinais diferentes, de modo que faz-se necessário o uso de técnicas de alinhamento de sinais.

A primeira parte deste trabalho lida com o alinhamento temporal de sinais. São considerados os casos em que os sinais possuem o mesmo comprimento, logo só é necessário estimar um atraso que alinhe os sinais, ou taxas diferentes, onde também é necessário o uso de técnicas de warping. Os sinais utilizados para alinhamento podem ser tanto sinais de interesse, como vídeo ou áudio, quanto informações auxiliares presentes no sistema, como por exemplo a medição de consumo de energia em uma plataforma móvel. Também considera-se o uso de técnicas que realizam o rastreamento da câmera a partir de imagens para a realização do alinhamento temporal.

A segunda parte deste trabalho estuda o alinhamento espacial de imagens. Um conjunto de técnicas para estimação do campo de movimento dos píxeis das imagens é aplicado tanto em uma bases de dados tradicional quanto na aplicação industrial considerada, o que envolve também um estudo da robustez dos métodos a diferentes condições.

Por fim, a terceira parte do trabalho lida com a identificação de eventos em uma nova aplicação. Durante um processo de escoamento de um fluido, obtêm-se imagens contendo um padrão de interferências de luz. Deseja-se estimar posições neste padrão em imagens, de modo a extrair características do fluido utilizado.
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In this thesis, we investigate the use of signal processing and computer vision techniques aiming to provide tools for signal analysis in a context of anomaly detection in industrial applications. In this kind of analysis, it is common to perform some sort of comparison between different signals, which requires the use of signal alignment techniques.

The first part of the thesis deals directly with the temporal alignment of signals. We consider the cases in which the signals have the same length, when is only necessary to estimate a delay that aligns the signals, or different lengths, which also requires the use of warping techniques. The signals employed in the alignment can be either a signal-of-interest, such as video or audio, or auxiliary information obtained from the system, for example the measurement of power consumption in a moving platform. We consider the use of techniques that perform camera tracking from images to obtain a temporal alignment.

The second part of this thesis studies the spatial alignment of images. Techniques for the estimation of the motion field of the image pixels are applied on a standard database and on the considered industrial application, which also involves a study of the method robustness to different image characteristics.

At last, the third part of the thesis deals with the identification of events in a new application. During a fluid flow process, we obtain images containing a light interference pattern. We aim to estimate positions on this pattern, in order to extract the characteristics of the fluid employed.
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## Chapter 1

## Introduction

Industrial processes have benefited from computer vision techniques to minimize costs and increase security. One example is the use of RGB and thermal cameras in surveillance systems to monitor an environment, recognize and track all kinds of events in the scene, and detect gas leakage or fire [1-3].

In several applications, static cameras are spread out to cover the entire environment. A more challenging approach uses cameras installed in a moving robotic platform, which facilitates the monitoring of difficult-to-access environments and also increases the range of the cameras without incurring a considerable cost increase [4]. However, these applications may result in an increased complexity by requiring methods to localize the camera and identify the recordings carried out in the same position, which can be a problem in applications with limited computational power.

The last decade also saw an increase in the number of devices that may simultaneously measure different data on an environment. Equipment such as smartphones or the Kinect provide several sensors accessible to the public at a low cost. For this reason, surveillance systems should be able to analyze multiple information from a large number of sources. The diversity of the signals acquired simultaneously and the easiness in their acquisition create a demand for techniques to properly align them, so that they can be compared. Moreover, it is important to identify the occurrence of different events in the signals, which provides a better understanding of the systems involved.

### 1.1 Objectives

This thesis deals with the problem of signal alignment and camera localization for a video surveillance application that employs a moving platform equipped with a camera and several other sensors. For this application, the platform moves in a trail installed in an environment and camera records it in at least two different moments: a reference recording that validates the normal condition of the environment and a
target recording that may contain an unexpected event that must be detected. In this context, the signal alignment provides means for the reference and target signals to be compared properly. In addition, the camera localization allows the system to identify in which positions the anomaly may have occurred.

Another application considered on this thesis is the estimation of viscosity properties of polymer melts based on the analysis of images obtained during the flow of the polymer inside equipment designed for this purpose. In this analysis, one identifies the occurrence of dark fringes and estimates their position, which can be used to infer the stress levels on the polymer.

The contributions of this thesis are as follows. In the first part, we investigate the signals acquired by a surveillance system in a industrial environment (see Sections 1.2 .1 and 1.2.2). Using these signals (which are not necessarily video signals), we develop methods capable of performing the temporal alignment between the signals in the cases when they have the same or different lengths. We also investigate an approach of the simultaneous localization and mapping (SLAM) algorithm in [5], which estimates the trajectory of a moving camera, in order to adapt this framework to the video surveillance application.

The second part of this thesis deals with the spatial alignment. After performing a temporal alignment step, we develop methods to perform a spatial alignment step (in this case specifically for the video signals), while considering different ways to extract features from the images. This study also takes into account several conditions that can jeopardize the computation of the spatial alignment, such as difference of illumination and occlusion.

The third and final part of this thesis studies the images obtained during the flow of molten polymers (see Section 1.2.3). We present a novel approach to automatically detect the position of dark fringes in these images, using mathematical morphology techniques to find the patterns that characterize the fringes and detect the center position of each one of them. The results are compared with other fringe detection methods, revealing the superior precision of our method.

### 1.2 Applications

This section describes in more details the main applications that are related to the techniques developed in this thesis.

### 1.2.1 Surveillance System Description

DORIS - Monitoring Robots for Offshore Facilities is a project which endeavors to design and implement a surveillance system for remote supervision, diagnosis,
and data acquisition on offshore facilities. The proposed system is composed by a rail-guided mobile robot that moves inside a cluttered industrial environment [6] 8]. The robotic platform is capable of carrying different interchangeable sensors, such as cameras, microphones, gas detectors, vibration and temperature sensors, which provide information about several properties of the robot and the environment. In that manner, the DORIS system presents a modular framework which allows performing several tasks such as: detection of audio anomalies [9], identification of gas leakage, detection of video anomalies [10, 11], and diagnosis of rotating machines [12]. A first prototype of the robotic platform was installed in a industrial environment as shown in Fig. 1.1, and runs in a circular track whose model can be seen in Fig. 1.2, Details on mechanics and control system of this prototype can be seen in [6-8].


Figure 1.1: Robotic platform in a industrial environment.

The video-anomaly detection algorithm compares frames from a new video that may contain an anomaly with the most similar frames from a reference video (a previous recording which was validated by an operator as having no anomalies). During an alignment step, the algorithm computes a homography [13] between consecutive frames and uses it to estimate the horizontal displacement between frames, whose integral gives an estimate of the absolute position where each frame was acquired. Finally, the method uses a model-based maximum likelihood method to align frames based on their absolute position estimate. However, since this method computes only horizontal displacements, it is not compatible with non-rectilinear camera movements. Fig. 1.3 shows a frame from a video with an abandoned object and a frame with the same view from the reference video.

The system also has several sensors measuring orientation, speed, acceleration,


Figure 1.2: 3D model of the rail (gray) and the robotic platform (blue).
and power consumption. This information can be used, for instance, to estimate the current position and provide temporal and spatial alignment. The system has a native algorithm that uses information on the power consumption of the engines, along with a knowledge of their mechanical properties, to provide a rough estimate of the linear displacement between the current instant and the starting position, which can also be used to align any video with a reference video.

### 1.2.2 Video Database of Abandoned Objects in a Cluttered Industrial Environment

The video database of abandoned objects in a cluttered industrial environment (VDAO) is a database created to promote the research on anomaly detection methods, containing several HD videos recorded in an industrial environment. A camera was coupled in a Roomba@ robot, which was programmed to perform a back-andforth movement in a rail, as exemplified in Fig. 1.4 For each recording, different objects were placed in the environment, simulating an anomaly to be detected, with two different lighting conditions.

The database possesses 4 videos containing only the original environment (as attested by an operator), considered the reference videos, 56 videos containing a single object placed in an arbitrary position in the environment, and 6 videos containing multiple objects placed in the environment, which adds up to 8 h of recordings with 24 objects. A manual marking of a bounding box for the position of each inserted object is also available. Figs. 1.5, 1.6, and 1.7 show parts of the environment recorded with the system shown in Fig. 1.4.


Figure 1.3: Example of a target frame with video anomalies to be detected and a similar reference frame. (a) Reference frame. (b) Target frame from the same scene with a few different objects marked by a red square.


Figure 1.4: Prototype system to monitor an industrial environment with a camera mounted on a moving platform.


Figure 1.5: Portion to the right of the monitored environment.

### 1.2.3 Experimental Setup for Polymer Characterization

An application that can benefit from computer vision techniques is in the processing of polymers for industrial applications. Polymers are processed in a high temperature, which makes them subject to a high level of deformation. The final structure


Figure 1.6: Mid section of the monitored environment.


Figure 1.7: Portion to the left of the monitored environment.
of the material depends directly on its rheological (i.e. flow-related) properties. Considering the high costs involved in trial and error procedures, due to the use of large industrial machinery, it is essential to define experiments to model the flow of viscoelastic fluids.

In an attempt to overcome this challenge, techniques for determining the flow birefringence stress patterns can be coupled with sophisticated experimental apparatus, such as the multipass rheomoter (MPR) developed by Prof. Mackley and co-workers 14-19. In this device it is possible to map the stress field during the
flow, when it is equipped with an optical cell designed to fit the different geometries.
The experimental procedure shown in Fig 1.8 is based on inducing a birefringence property in a fluid as a result of the orientation of the polymer chains during its flow. The polymer flows inside the MPR, which contains a specific geometry to induce the desired properties in the fluid. Using a light source positioned at one side and a camera on the other side, it is possible to measure a pattern of light interference, resulting in an image such as the one in Fig. 1.9. This pattern exhibits bright and dark fringes, whose positions depend on the geometry of the experiment and the properties of the flow. Therefore, the obtained patterns of bright and dark fringes provide information about the spatial evolution of the stress in the molten polymer.


Figure 1.8: Experimental apparatus to induce birefringence properties in a polymer.

### 1.3 Related Work

In this section we review several areas of study with use in the aforementioned applications.

### 1.3.1 Video Alignment

The problem of video alignment appears repeatedly and in different ways in the literature. Some studies, such as [20-22], try to align video sequences that capture the same scene, that is, that have a considerable amount of visual overlapping.

In other applications, an alignment must be made between sequences acquired from the same position but at different times. In some cases, side information


Figure 1.9: Example of birefringence image obtained with the experiment shown in Fig. 1.8 .
related to the signal of interest can be used to improve the performance, as in [23], which combines the visual information and a global positioning system (GPS) signal. Yet other methods [21, besides using correspondences (via homography or even via fundamental matrix), profit from additional information available in the data stream, such as audio signals, to perform correlation measurements and obtain the desired alignment between distinct video sequences.

A field of research that has been neglected is the video alignment of videos acquired by moving single cameras following an approximately identical trajectory. Distinct methods can be applied to solve this problem. In [24] the video signals are transformed into one-dimensional signals through color histogram extraction from each frame and the serialization of the acquired data. To perform the alignment, correlation measures are taken from the one-dimensional data, which are used as a feature for a dynamic programming algorithm to compute the alignment.

The most relevant technique for aligning two signals is the dynamic time warping (DTW) [25, 26]. DTW considers that one sequence can be shrunk or stretched along the time axis to match the other. The problem of finding the best mapping can be described as the search for the path that minimizes the matching error between sequences. This technique has been initially used in the context of automatic speech recognition, but it has already been successfully applied to a wide range of applications, such as biomedicine [27], entertainment [28] and data-mining [29].

The standard DTW algorithm has a computational complexity that is quadratic with the number of elements of the sequences. To solve this problem, some con-
straints can be applied to save computation in the cost matrix. Sakoe-Chiba [26] bounds the path to lie inside a region around the diagonal of the cost matrix, while Itakura [25] restricts the path to be inside a parallelogram, requiring that one sequence never be more than a certain number of times faster than the other sequence. Other approaches, such as the one in [30], prune the DTW matrix if the cost reaches a given threshold. A DTW algorithm with linear computational complexity was developed by Salvador et al. [31]. It employs a multi-resolution approach to spare some computation. A drawback that is shared by these methods is the fact that the cost matrix must be computed beforehand, which creates difficulties for online processing.

An online DTW with linear complexity was developed by Dixon [32]. The proposed online DTW performs incremental alignment between two signals when one of them is being received in real time, so only a subsequence of one of the signals is currently known. This algorithm is applied in the alignment of audio signals to provide live analysis of musical performance.

A temporal alignment technique is frequently one of the steps of a video anomaly detection algorithm. In [33] a technique for detection of objects in a road was proposed. It applies a DTW algorithm to align present and past camera images using a similarity metric based on projective geometry information [13. After aligning the frames, the algorithm applies a road registration, and objects are detected by image subtraction. A similar approach was developed by Mukojima et al. [34] in the context of railroad object detection. This algorithm performs time alignment between the reference and target videos by computing frame-by-frame correspondences and then applying a DTW algorithm using a similarity metric derived from the corresponding keypoints. After synchronizing both videos, the method performs spatial alignment between frames and computes image subtraction metrics to detect anomalies. Another method for detecting objects in a road was proposed in [35]. This approach applies a rough video alignment that uses only a GPS signal, that is followed by a geometric registration between frames, and objects in the road are detected by the computation of a correlation metric.

### 1.3.2 Motion Estimation

Recurrent problems in computer vision are camera localization and motion estimation. The field of simultaneous localization and mapping (SLAM) refers to algorithms that use any available information to estimate the movement of the camera as well as to reconstruct the environment in which the camera moves. For this purpose, several methods propose the use of auxiliary information, such as laser [36], radar [37] or infrared signals [38]. In [39], for instance, a method developed for
low-powered devices uses a camera mounted in an aerial vehicle and pointed downwards along with a height sensor and estimates visual maps using a graph-based formulation.

Among such methods, the visual SLAM is composed of approaches that use a camera as their primary sensor. Davison [40, 41] uses a monocular camera and estimates the camera linear and angular velocities for each new frame, considering that between each measurement a random speed variation can occur. The work seen in [42] develops an object-oriented SLAM, which uses recognition algorithms to identify objects in the environment, which are used as features that are tracked along the frames.

Some of the most successful visual SLAM algorithms use stereo cameras [43], which are not widely spread. However, approaches using monocular cameras have several drawbacks since no information regarding the depth of the scene can be directly inferred from the images. To work around this problem, visual SLAM algorithms with monocular cameras usually use two main steps [5: a visual odometry method to estimate camera poses and a loop closure step that prevents errors due to the uncertainty of the scale. The visual odometry step computes the epipolar geometry between frames, which is usually used to build submaps of the camera trajectory [44, and the results are refined with a bundle adjustment algorithm [45]. The loop closure step computes connections between submaps [44] or frames [46, 47] to detect loop closures, which are used to refine the results by minimizing a cost function.

A visual SLAM method that has state-of-the-art results in trajectory estimation of a monocular calibrated camera has been proposed in [5]. This method develops a new formalism using notions of Lie algebra [48] to efficiently estimate submaps of the camera trajectory, and uses graph optimization to combine different submaps and remove outliers.

### 1.3.3 Optical Flow

Optical flow consists of the calculation of the apparent motion of the image pixels. Using two images, the goal is to calculate a field of two-dimensional vectors that register the movement of points from one image to the other. For such calculation, an algorithm of optical flow must be able to overcome a few obstacles that can arise in real videos, such as outliers from the discontinuities or occlusions, variation in lighting and regions with big disparities between images.

Despite the fact that algorithms were established about 40 years ago [49], the calculation of optical flow is still in constant evolution, having reached significant advances in recent years. As viewed in [50], most of the advances in optical flow are
still based on the basic structure proposed in [49]. They often include coarse-to-fine estimation [51], creating a pyramid of subsampled versions of the images, warping the images with the current flow, and optimizing it incrementally. Among the improvements to this algorithm, one can cite, for instance, the inclusion of texture decomposition [52, 53], a refinement step with a median filtering to remove outliers [50, 53], as well as the inclusion of robust penalty functions [50, 54, 55] along with a graduated-non-convexity scheme [56] to optimize them. One can also mention the study developed in 57, where in this work, several regularization techniques are reviewed, and a decoupling strategy for the inclusion of non-convex functions is proposed, along with a normalization factor for each term.

A recent trend in the development of new methods is the robustness to different characteristics. An example is when the images have distinct lighting conditions. Such case can happen, for instance, if the images were acquired in separate moments, and the weather or the sunlight is different during each recording, or if the movement of the camera and the objects create a different pattern of shadows cast upon the scene. This creates a difference of content in the images, which violates the basic assumption made in [49, that the only difference in the intensity values between the two images is due to the motion of the objects in the scene. To solve this issue, several methods replace the brightness information for each pixel by a much richer feature. In [58] it is assumed that the brightness information can be modeled as a combination of the reflectance of the objects and the illumination provided by a light source. By decomposing the brightness in these two components, a method that takes into account each component as separate cues is proposed, enforcing the use of the reflectance component, which should have reduced lighting influences. A similar approach is developed in [58], by decomposing a color image in illumination and chromaticity components. In [59], several strategies for the color decomposition are discussed and tested, each one with a different invariance to illumination changes.

A family of methods propose different illumination-robust descriptors. In 60] the authors propose dividing the images in patches centered on each pixel, normalizing the variance and the mean of the intensity values, stacking the patch in a vector, and using it as a descriptor for each pixel, thus showing that the sum of square differences (SSD) between two descriptors is equivalent the zero-normalized crosscorrelation (ZNCC) between the original patches. A binary descriptor is defined in [61], by associating the neighborhood around each pixel to an eight-bit string which depends on the edges direction. Since the descriptors do not rely on the edges magnitude, they become more robust against illumination changes. Another neighborhood descriptor is proposed in 62]. They define a different set of displacements, depending on the size of the neighborhood, and compute the SSD between each neighborhood and its $n$-th displaced version. The result of this operation is asso-
ciated with the $n$-th component of a descriptor, along with a normalization, which they show to be more robust to illumination changes than [60] and [61].

Difficulties in the estimation of the optical flow can also arise when estimating the flow for large displacements. In this case, the traditional coarse-to-fine heuristic is expected to fail, since the dimension of the objects could be smaller than the displacement they perform. Methods such as [63, 64] draw ideas from deep learning concepts. Those methods perform pre-processing in the images based on the dense SIFT [65, which is rearranged to become similar to the architecture of a convolutional neural network (CNN). With this step, they find candidates for the correct flow, which are used both as initialization and as an additional term during the optimization. In [66] it is proposed a different initialization step based on patch matching techniques.

One of the first successful methods to develop a deep learning architecture for this problem is the FlowNet described in [67]. It defines two different architectures: the FlowNetSimple (also called FlowNetS), which concatenates the two images prior to the application on the network, and the FlowNetCorr (or FlowNetC), which concatenates the features obtained for each image in an intermediate layer. Since the known optical flow databases are too small for the training of CNNs, it also proposes the Flying Chairs database, containing over 20 thousand synthetic sequences with ground truth. A continuation of this method, the FlowNet2 [68], stacks several FlowNetC and FlowNetS networks to compute the incremental flow, creating a model with a large number of parameters.

In [69], it is proposed an architecture with three levels of CNNs to compute the optical flow, having results similar to the FlowNetC with much fewer parameters. Another architecture that cascades CNNs is proposed in [70], which sometimes outperforms the FlowNet2 while having fewer parameters to train.

In a recent work, [71] obtains state-of-the-art results with an architecture inspired by traditional optical flow methods. They include a pyramid of features obtained with a CNN, warp the features of the second image using the current flow estimate, use a CNN to find the optimum flow for the current level and refine the estimate using a feed-forward CNN. This architecture also allows them to have almost 20 times fewer parameters than the FlowNet2.

### 1.3.4 Fringe Detection

Several aspects related to the processing of different types of polymer tested in the MPR rheometer have been discussed and presented during the last years [14]16, 19, 72, 73]. In general, many methods studied fringe detection, specially in the context of light interference fields [74-83]. For example, a method based on image bi-
narization creates a centerline of each fringe by employing morphological approaches like thinning or skeletonisation [74]. In other works, the periodic characteristics of the fringes are modulated by a signal [77.

Some of the most successful techniques to detect light interferometric fringes [76, 84] rely on the estimation of an orientation map for each image, which is used with an adaptive median filter to remove noise. By measuring the changes in the gradient component along the direction given by the orientation map, one can define the positions of maxima and minima in the image, which characterize the centerline for each light or dark fringe.

However, most of the methods developed for light interference fields tend to fail when applied to the case of birefringence images. In this scenario, the fringe patterns in the images are related to the flow and geometry of the experiment and some assumptions about the periodicity of the image do not hold. In addition, due to experimental problems such as impurity in the material and difficulty in the image acquisition, the resulting images are often corrupted by noise

For the specific case of MPR optical images, [85] mentioned the application of a morphological analysis that considers a skeleton birefringence pattern to detect the position of the fringes. However, no further details are provided about the adopted approach.

Recently, it was proposed in [86] a group of mathematical morphology techniques to find the patterns that characterize the birefringence fringes obtained in the MPR [14, 17, 18, 87]. Their approach to detect the center position of each fringe contains five steps: (i) input image enhancement, (ii) minima contour detection with watershed, (iii) skeleton creation and center detection, (iv) post-processing and (v) inflection points detection. The authors showed that the method has great potential for detecting dark fringes in birefringence images with accuracy prediction comparable to a manual marking while minimizing the need for human interaction with the images.

In 88 a semi-automated methodology was presented for the principal stress difference (PSD) analysis from flow-induced birefringence images using the GNU Image Manipulation Program (GIMP) open-source software. The position of the centers of dark fringes obtained through the flow-induced birefringence images of two polystyrene samples processed in the MPR4 was determined with greater accuracy and with shorter processing time when compared with the standard manual technique. The main advantage of using the cited approach is that it does not require any prior knowledge of advanced image processing techniques nor the use of expensive computational packages. However, in such scheme, the user still performs the fringe processing and analysis one image at a time, resulting in a time-consuming process.

### 1.4 Text Organization

The remainder of this text is organized as follows. Chapter 2 presents a method to temporally align signals acquired in the surveillance system, assuming that during the recording the moving platform had the same speed. Since this condition is hardly met, Chapter 3 deals with the alignment problem in the case where there are distinct signal lengths between each recording. In Chapter 4, a SLAM algorithm is described and tested in several databases, including videos from the DORIS surveillance system. Chapter 5 deals with the problem of the spatial alignment of two images, using the optical flow algorithm, which can be used to complement the temporal alignment performed in Chapters 2 and 3. Chapter 6 describes the proposed methodology to handle the fringe-estimation problem detailed in Section 1.2.3, Finally, Chapter 7 summarizes the work developed in this thesis and devises proposals for future works

## Chapter 2

## Signal Alignment Using Sensor Ensemble

Anomaly detection problems often have a reference signal that saves information about the normal condition in a process or environment. In this scenario, a new target signal must be aligned to the reference signal in order to be properly compared and analyzed. However, the alignment using only the information intrinsic to the desired signals can be costly and imprecise.

In this chapter, we propose an alignment algorithm using correlation measures obtained from sensor ensembles which have a time stamp that enables a synchronization with another signal of interest, such as the ones in Section 1.2.1. For this approach, the signal of interest was acquired with a moving sensor (e.g., a moving camera), and several different sensors were also available, which measure other information that may be correlated with the movement and position of the moving sensor. Angular and linear velocity sensors are good examples of sensors that may be related to the robot movement.

It is assumed that the signals were acquired using a robotic platform in a closedloop trajectory that moves at the same speed for any recording, but there may be an unknown delay between the signals obtained from different recordings. Since the robotic platform moves in a closed-loop trajectory, whenever it is in the same position along the trajectory, the sensor ensemble should output a similar set of samples, indicating that there is a periodic behavior in the acquired signals. The proposed algorithm also includes an initial step to identify the fundamental period of the signals, which simplifies the computation of the correlation. The algorithm is applied to signals acquired using the current prototype of the DORIS system, which has several sensors measuring physical and electrical properties of the robotic platform, such as orientation, angular velocity and power consumption.

This chapter is organized as follows: in Section 2.1, the proposed algorithm that aligns a signal of interest using other synchronized information is described. It is
composed of a first step that pre-processes a reference set of signals and a second step that aligns the pre-processed reference to a target set of signals. Section 2.2 shows the performance evaluation of both steps of the proposed methodology.

### 2.1 Alignment Algorithm for Curvilinear Tracks

Given the surveillance system described in Section 1.2.1, it is assumed that two surveillance rounds were performed. For each round, several pieces of information were acquired: some auxiliary signals used to monitor the current state of the robot and some signals that a surveillance algorithm must monitor, for instance, a video signal or an audio signal. For each run, it is assumed that all this set of information was available in a synchronized manner.

The first round, called reference, contains the normal behavior of the environment (for instance, having no video anomalies) as validated by a human system operator. A second run, called target, may have an abnormal behavior in a given sensor, for instance, it may contain a video that registered a fire or a leakage.

The alignment between a target and a reference signal of interest, acquired during different rounds of a robotic platform, can be obtained through the auxiliary signals, by calculating the relative delay $\hat{\delta}$ that maximizes the cross-covariance between the reference and target signals obtained with the same sensor, in the following manner:

$$
\begin{equation*}
\hat{\delta}=\underset{\delta}{\operatorname{argmax}} \sum_{i} \sum_{n}\left(\mathbf{r}_{\mathrm{i}}(n+\delta)-\bar{r}_{\mathrm{i}}\right)\left(\mathbf{t}_{\mathrm{i}}(n)-\bar{t}_{\mathrm{i}}\right), \tag{2.1}
\end{equation*}
$$

where $\mathbf{r}_{\mathbf{i}}(n)$ and $\mathbf{t}_{\mathbf{i}}(n)$ represent the signals acquired by the $\mathrm{i}^{\text {th }}$ sensor during the recording of the reference and target videos, and $\bar{r}_{\mathrm{i}}$ and $\bar{t}_{\mathrm{i}}$ are their respective means.

The computation of the cross-covariance seen in Eq. (2.1) can be efficiently performed in a simple step with the help of the two-dimensional covariance between two images. Considering two matrices $\mathbf{R}$ and $\mathbf{T}$, the cross-covariance can be written as:

$$
\begin{equation*}
c_{i j}=\sum_{m} \sum_{n}(\mathbf{R}(m+i, n+j)-\bar{R})(\mathbf{T}(m, n)-\bar{T}) . \tag{2.2}
\end{equation*}
$$

The signals from the reference and target sensors can be grouped in such a way that they compose the matrices $\mathbf{R}$ and $\mathbf{T}$ whose $i^{\text {th }}$ rows contain, respectively, data from sensors $\mathbf{r}_{i}$ and $\mathbf{t}_{\mathrm{i}}$. Using these matrices, one arrives at the following crosscovariance equation:

$$
\begin{equation*}
c_{i j}=\sum_{m} \sum_{n}\left(\mathbf{r}_{\mathrm{m}+\mathrm{i}}(n+j)-\bar{R}\right)\left(\mathbf{t}_{\mathrm{m}}(n)-\bar{T}\right) . \tag{2.3}
\end{equation*}
$$

This equation shows that, if one normalizes the signals by removing the mean value, Eq. (2.3) becomes identical to the argument of Eq. (2.1) for a null $i$. Therefore the optimization problem becomes:

$$
\begin{equation*}
\hat{\delta}=\underset{j}{\operatorname{argmax}} c_{0 j} . \tag{2.4}
\end{equation*}
$$

A computationally efficient way to obtain the cross-covariance matrix is to use the two-dimensional DFT:

$$
\begin{equation*}
\mathbf{C}=\left[c_{i j}\right]_{M \times N}=\mathrm{DFT}_{2 \mathrm{D}}^{-1}\left[\mathrm{DFT}_{2 \mathrm{D}}[\mathbf{R}] \circ \mathrm{DFT}_{2 \mathrm{D}}[\mathbf{T}]^{*}\right] \tag{2.5}
\end{equation*}
$$

where $\circ$ is the element-wise multiplication operator and * is the complex conjugate operator.

Nevertheless, it is necessary that both vectors have the same dimension, for this computation to be possible. If this is not true, the zero-padding technique can be used to allow the computation. In the general case, considering $N_{1}$ the length of vectors $\mathbf{r}_{\mathrm{i}}$ and $N_{2}$ the length of vectors $\mathbf{t}_{\mathbf{i}}$, the vectors are filled with zeros until their length is $\left(N_{1}+N_{2}-1\right)$.

Alg. 1 summarizes the procedure of obtaining the relative delay between two vectors ensembles.

```
Algorithm 1 Alignment algorithm from the maximum cross-covariance between
the two vector ensembles.
    Input: Data from reference sensors ( \(\mathbf{r}_{\mathrm{i}}\) ) and target sensors \(\left(\mathbf{t}_{\mathrm{i}}\right)\)
    Output: Delay \(\hat{\delta}\) that maximizes the cross-covariance between reference and
    target data
    \(N_{1}=\operatorname{length}\left(\mathbf{r}_{\mathbf{i}}\right), N_{2}=\) length \(\left(\mathbf{t}_{\mathbf{i}}\right)\)
    \(\mathbf{r}_{i}=\left[\begin{array}{ll}\mathbf{r}_{i} & \operatorname{zeros}\left(1, N_{2}-1\right)\end{array}\right]\)
    \(\mathbf{t}_{\mathrm{i}}=\left[\begin{array}{ll}\mathrm{t}_{\mathrm{i}} & \operatorname{zeros}\left(1, N_{1}-1\right)\end{array}\right]\)
    \(\mathbf{R}=\left[\begin{array}{c}\mathbf{r}_{1} \\ \vdots \\ \mathbf{r}_{\mathrm{M}}\end{array}\right], \mathbf{T}=\left[\begin{array}{c}\mathbf{t}_{1} \\ \vdots \\ \mathbf{t}_{\mathrm{M}}\end{array}\right]\)
    5: \(\mathbf{C}=\left[c_{i j}\right]_{M \times N}=\mathrm{DFT}_{2 \mathrm{D}}^{-1}\left[\mathrm{DFT}_{2 \mathrm{D}}[\mathbf{R}] \circ \mathrm{DFT}_{2 \mathrm{D}}[\mathbf{T}]^{*}\right]\)
    \(\hat{\delta}=\operatorname{argmax} c_{0 j}\)
        \(j\)
```


### 2.1.1 Reference Video Fundamental Period Estimation

The procedure shown in Alg. 1 increases the length of every vector $\mathbf{r}_{\mathrm{i}}$ and $\mathbf{t}_{\mathrm{i}}$ in order to determine the cross-covariance matrix using the two-dimensional DFT. Since it is assumed that the signals were acquired in a robotic platform that moves in a closedloop trajectory, the signals transmitted by the sensors will naturally have a periodic
behaviour. The estimation of the lap period, given by the amount of time needed for the robot to perform a complete lap of the rail, allows the smallest representation of the environment and simplifies the computation of the cross-covariance.

To find the lap period, the cross-covariance technique can be applied. This step requires a set of signals acquired during at least two consecutive rounds of the robot. The whole set containing all acquired data from the multiple consecutive rounds is considered to be a reference data ensemble that has a periodic behavior with an unknown number of periods, therefore composing the vector $\mathbf{r}_{i}$. The initial samples, which should be composed of at most half the total number of samples, compose the vector $\mathbf{t}_{\mathrm{i}}$.

It is expected that the correlation will entail a high value for at least two different values of delay, indicating the position from which the data were copied from the vector $\mathbf{r}_{\mathbf{i}}$ to the vector $\mathbf{t}_{\mathbf{i}}$ and the samples from the subsequent rounds that are similar to the first one. These samples are generally obtained from the same position of the robot in the rail. In this way, two consecutive peaks in the value of the covariance function mark the time the robot takes to complete a lap around the rail, therefore indicating the fundamental period of the signals.

An example of correlation obtained in this step is shown in Fig 2.1. The peaks indicate that if one applies a delay of 0,200 or 400 samples, the correlation is high, which indicates that this signal has a fundamental period of 200 samples.


Figure 2.1: Example of fundamental period estimation. The distance between the peaks, denoted as $\tau$, indicates the estimated period of the signals.

By the end of this step, the algorithm generates a new reference video containing an exact complete round of the robotic platform on the rail and the associated data from the sensors. Alg. 2 summarizes this step.

```
Algorithm 2 Obtention of the reference data fundamental period.
    Input: Reference data from the sensors ( \(\mathbf{r}_{\mathbf{i}}\) ) in two consecutive rounds, interval
    \(\left(N_{2}\right)\) of samples to be used in the covariance computation.
    Output: Fundamental period \((\tau)\), vectors ensemble ( \(\mathbf{r}_{\mathbf{i}}\) ) and reference videos
    with exact one lap around the rail.
    \(N_{1}=\operatorname{length}\left(\mathbf{r}_{\mathbf{i}}\right)\)
    \(\mathbf{t}_{\mathrm{i}}=\left[\mathbf{r}_{\mathrm{i}}\left(1, \cdots, N_{2}\right) \quad \operatorname{zeros}\left(1, N_{1}-N_{2}\right)\right]\)
    \(\mathbf{R}=\left[\begin{array}{c}\mathbf{r}_{1} \\ \vdots \\ \mathbf{r}_{\mathrm{M}}\end{array}\right], \mathbf{T}=\left[\begin{array}{c}\mathbf{t}_{1} \\ \vdots \\ \mathbf{t}_{\mathrm{M}}\end{array}\right]\)
    \(\mathbf{C}=\left[c_{i j}\right]_{M \times N}=\operatorname{DFT}_{2 \mathrm{D}}^{-1}\left[\mathrm{DFT}_{2 \mathrm{D}}[\mathbf{R}] \circ \mathrm{DFT}_{2 \mathrm{D}}[\mathbf{T}]^{*}\right]\)
    \(\tau=\) difference between the positions of the two largest peaks of \(c_{0 j}\)
```


### 2.1.2 Target Video Alignment

After processing the reference data, an approach similar to the one seen in Alg. 1 is used to align the target data from a new recording to the processed reference data. For this step, it is not necessary to wait for the system to obtain the data from a complete lap around the rail to perform the alignment. It is necessary, however, that there are enough data to perform the covariance computation.

The target vectors are filled with zeros (zero padding) if needed, until they have the same length $\tau$ of the reference vectors, which after the pre-processing step contain an exact complete round of the robotic platform and are assumed to be a periodic signals. The algorithm, then, computes the cross-covariance between the reference and target data using a DFT as given in Alg. 1.

The resulting cross-covariance should present a peak that indicates the position around which the information in the reference data are similar to the target data. This will occur every time the data are acquired from the same position along the rail. In this way, the results indicate the delay between the reference and target signal. Alg. 3 describes the process of obtention of the delay between the reference and target video. Since for this algorithm it is assumed that the reference data $\mathbf{r}_{\mathrm{i}}$ contain an exact period of the signals, it is only necessary to perform a zero-padding in the target data $\mathbf{t}_{\mathbf{i}}$, in comparison with the Alg. 1.

### 2.2 Experimental Results

For recording the database, a camera was configured to record videos at a framerate of 25 Hz and a resolution of $800 \times 450$ pixels. Several signals were synchronously acquired in a real industrial environment with a robotic platform moving along a rail having an average speed of $0.1 \mathrm{~m} / \mathrm{s}$. The signals are transmitted to a central computer via a wi-fi network, along with a time stamp used to synchronize them.

```
Algorithm 3 Efficient alignment using the maximum cross-correlation.
    Input: Reference data ( \(\mathbf{r}_{\mathbf{i}}\) ) containing an exact period and target data ( \(\mathbf{t}_{\mathbf{i}}\) )
    Output: Delay ( \(\hat{\delta}\) ) that maximizes the cross-correlation between reference and
    target data
    \(N_{1}=\operatorname{length}\left(\mathbf{r}_{\mathrm{i}}\right), N_{2}=\operatorname{length}\left(\mathbf{t}_{\mathrm{i}}\right)\)
    \(\mathbf{t}_{\mathrm{i}}=\left[\begin{array}{ll}\mathbf{t}_{\mathrm{i}} & \operatorname{zeros}\left(1, N_{1}-N_{2}\right)\end{array}\right]\)
    \(\mathbf{R}=\left[\begin{array}{c}\mathbf{r}_{1} \\ \vdots \\ \mathbf{r}_{\mathrm{M}}\end{array}\right], \mathbf{T}=\left[\begin{array}{c}\mathbf{t}_{1} \\ \vdots \\ \mathbf{t}_{\mathrm{M}}\end{array}\right]\)
    \(\mathbf{C}=\left[c_{i j}\right]_{M \times N}=\mathrm{DFT}_{2 \mathrm{D}}^{-1}\left[\mathrm{DFT}_{2 \mathrm{D}}[\mathbf{R}] \circ \mathrm{DFT}_{2 \mathrm{D}}[\mathbf{T}]^{*}\right]\)
    \(\hat{\delta}=\operatorname{argmax} c_{0 j}\)
        j
```

Initial recordings with consecutive rounds allow the testing of the fundamental period estimation of reference signals. Afterwards, a new set of signals was recorded to be used as target signals. The algorithms were implemented in Matlab [89] and C++ programming languages.

The estimation of the signals period is compared to the positioning estimate of the DORIS system, which allows the estimation of the time the robot takes to perform a full lap around the industrial plant ( 130 m ). It is also possible to use this position estimate to perform a rough video alignment between the reference and target sequences, which is compared to the estimated delay that aligns reference and target data.

### 2.2.1 Reference Signal Fundamental Period Estimation

Alg. 2 was tested in the estimation of the fundamental period of the reference signal using a data set with two complete laps of the robot in the rail, as given in Fig. 2.2. In this figure, the signal (a) defines the vector $\mathbf{r}_{\mathbf{i}}$. An excerpt of this signal is copied into another vector, creating signal (b), associated to the vector $\mathbf{t}_{\mathbf{i}}$. The correlation between the vectors creates the signal (c), whose peaks indicate the same spot in the rail. The distance between the correlation peaks yields an estimate of the time the robot takes to complete a full lap in the rail. The signal (d) contains an exact period of the signal (a).

Tab. 2.1 presents a fundamental period obtained for a reference video. This value is compared to the one obtained from the positioning system of the robot. The method is also tested on a recording containing signals acquired with a sample rate of 10 Hz with the robot moving at the speed of $0.2 \mathrm{~m} / \mathrm{s}$.


Figure 2.2: Example of the fundamental period estimation and relative delay between two signals. The dashed lines indicate the probable regions of the reference signal that are similar to the target signal. (a) Reference signal of a sensor of the ensemble during two robot laps, assigned to the vector $\mathbf{r}_{i}$. (b) Samples of the signal (a) used as target vector $\mathbf{t}_{\mathbf{i}}$. (c) Cross-covariance between $\mathbf{r}_{\boldsymbol{i}}$ and $\mathbf{t}_{\mathbf{i}}$ used to obtain the fundamental period of the reference signal, according to Alg. 2. (d) One lap of the reference signal (a). (e) Samples in the data set of the target signal of the same sensor. (f) Cross-covariance of the sensor ensemble to obtain the relative delay between the signals, according to Alg. 3.

Table 2.1: Comparison between the fundamental period obtained by the algorithm and the robot positioning system estimate. Configuration 1: sampling rate of 25 Hz and average speed of $0.1 \mathrm{~m} / \mathrm{s}$. Configuration 2: sampling rate of 10 Hz and average speed of $0.2 \mathrm{~m} / \mathrm{s}$.

|  | Fundamental period (number of samples) |  |
| :--- | :---: | :---: |
|  | Algorithm | Position estimate |
| Configuration 1 | 30985 | 30947 |
| Configuration 2 | 6042 | 6033 |

### 2.2.2 Alignment of the Reference and Target Signals

The synchronization test was performed using an exact period of the reference signals obtained after the application of Alg. 2. Fig. 2.2 also presents an example of the computation of the relative delay between the videos. The signal (d) contains 8000 samples acquired in a posterior recording. The cross-correlation between the reference data and target data, shown in image (f), presents the delay that maximizes the similarity between the signal samples, that is, the delay needed to perform the synchronization.

In another test, one varied the number of samples of the target signal and the position where the samples were acquired, in order to analyze how the algorithm behaves when the target signal has less meaningful information. For this test, target signals with 2000,5000 , 10000 or 15000 samples were used, and the acquisition could start in a straight or in a curve section of the rail. Figs. 2.3 and 2.4 present the cross-covariance obtained for two signal ensembles, obtained at distinct positions and with distinct sample amounts.

The results show that the number of samples used in the target signals has a significant impact on the algorithm performance. Having only a small amount of samples, there may not be enough information for the algorithm to find a single region with enough similarity. This fact occurs in the signal used in the computation of image (d), whose recording started in a straight section of the rail. With few samples, the correlation metric indicates more than one position in the reference signal that has samples similar to the target sequence, and the algorithm is not able to decide in which straight section of the rail the signal was acquired (see Fig. 1.2 for a model of the rail). The signal used in the computation of image (a) started in a curve section of the rail, with a very distinct pattern. In this case, even with few samples there is enough information to detect the correct corresponding section of the rail.


Figure 2.3: Cross-covariance using data ensembles acquired with start in a straight section of the rail. (a) Signal with 2000 samples. (b) Signal with 5000 samples. (c) Signal with 10000 samples. (d) Signal with 15000 samples.

### 2.3 Summary

This chapter presented a method to perform the alignment of any signals of interest that are synchronized to an ensemble of sensors that have a periodic behavior and have no speed variation between multiple recordings, such as the ones present in a robotic platform moving in a closed-loop trajectory along a rail. Through the maximization of a similarity (measured by the cross-correlation function) of the captured signals, one is able to obtain the fundamental period of the signals and their alignment delay. The method was tested and compared with an odometry system present in a surveillance system, and the results suggest that, for a data set with enough samples, the method shows a similar behaviour to the method natively present in the robot. The next chapter depicts an alignment method that is able to compensate the case when the signals exhibit a difference in the lengths. In addition, the algorithms from Chapter 2 were adapted to directly use the signal of interest information (in this case, the video content) to perform the alignment.


Figure 2.4: Cross-covariance using data ensembles acquired with start in a curve section of the rail. (a) Signal with 2000 samples. (b) Signal with 5000 samples. (c) Signal with 10000 samples. (d) Signal with 15000 samples.

## Chapter 3

## Online Sequence Synchronization Based on Dynamic Time Warping

A common problem in anomaly detection is the case where two signals have different lengths, which may occur, for instance, due to different sampling rates or if the signals were recorded using sensors moving with different speeds.

In this chapter, we investigate the alignment between two video sequences that register the same scene. It is considered that a camera goes multiples times through an environment. During each recording, the camera follows approximately the same trajectory but its speed along the trajectory may differ among recordings, thus generating time warping between the videos.

This work proposes a video alignment algorithm based on the dynamic timewarping (DTW), that can be used in anomaly detection systems. An online DTW approach is adapted and optimized in the context of real-time video alignment. The algorithm was tested with several image distance metrics using data acquired in a robotic platform that moved at different speeds. The videos were acquired using the robotic system described in Section 1.2.1, which also includes the simultaneous recording of several signals from various auxiliary sensors.

This chapter is divided as follows: in Section 3.1, a traditional method to align and compare signals with different lengths is described. Section 3.2 shows an online version of the traditional method that is able to compute a similar result with less computational complexity, and Section 3.3 adapts these methods to perform video alignment in the context of the moving-camera object detection. Section 3.4 that may have a difference in their lengths, and also shows tests to assess the method robustness Section 3.5 shows an application of the same side information employed in Chapter 2 for the alignment of signals.

### 3.1 Dynamic Time Warping

Dynamic time warping (DTW) is a technique that aligns two time series $\mathbf{X}=$ $\left[x_{1}, x_{2}, \cdots, x_{N}\right]$ and $\mathbf{Y}=\left[y_{1}, y_{2}, \cdots, y_{M}\right]$ with coincidental beginnings and ends by warping one of the sequences in a nonlinear fashion to match the other. The DTW aims to find the minimum-cost path $W=\left[w_{1} ; w_{2} ; \cdots ; w_{L}\right]$ which is a sequence of the ordered pairs $w_{k}=\left(i_{k}, j_{k}\right) \in[1: N] \times[1: M]$ such that $x_{i_{k}}$ and $y_{j_{k}}$ are aligned. This path $W$ should satisfy some constraints:

- Boundary: $w_{1}=(1,1)$ and $w_{L}=(N, M)$;
- Monotonicity: $i_{1}<i_{2}<\cdots<i_{L}, j_{1}<j_{2}<\cdots<j_{L}$;
- Continuity: $w_{k+1}-w_{k} \in\{(1,0),(0,1),(1,1)\}$.

To find the optimal warping path that aligns the time series $\mathbf{X}$ and $\mathbf{Y}$, one can create a cost matrix $\mathbf{d}$ of size $N \times M$ where each element $d(i, j)$ represents a similarity measurement between the samples $x_{i}$ and $y_{j}$ that is also the cost of their misalignment. The optimal warping path is the one that minimizes the sum of the costs along the path:

$$
\begin{equation*}
\operatorname{DTW}(\mathbf{X}, \mathbf{Y})=\min \sum_{(i, j) \in W} d(i, j) . \tag{3.1}
\end{equation*}
$$

This problem can be easily solved by dynamic programming, creating an accumulated-cost matrix $\mathbf{D}$ with elements $D(i, j)$ using the following recursive formulation:

$$
\begin{equation*}
D(i, j)=d(i, j)+\min (D(i-1, j), D(i, j-1), D(i-1, j-1)) . \tag{3.2}
\end{equation*}
$$

The path is obtained by starting at the element $D(N, M)$ and testing each previous element $D(N-1, M), D(N, M-1)$ and $D(N-1, M-1)$ in the recursion. For whichever has the smallest value, the corresponding index $(N-1, M),(N, M-1)$ or $(N-1, M-1)$ is added to the path and the recursion continues from it until the element $D(1,1)$ is reached, as described in Alg. 4 .

### 3.2 Online Dynamic Time-Warping

The classical DTW, described in Section 3.1, requires that all samples from both sequences are known at the start of the execution of the algorithm, since it aligns the initial and final samples from each sequence beforehand. One of its drawbacks is that when one of the sequences is only partially known the boundary conditions

```
Algorithm 4 Dynamic time-warping algorithm.
    Input: Time series ( \(\mathbf{X}=\left[x_{1}, x_{2}, \cdots, x_{N}\right]\) and \(\mathbf{Y}=\left[y_{1}, y_{2}, \cdots, y_{M}\right]\) ).
    Output: Warping path \(\left(W=\left[w_{1} ; w_{2} ; \cdots ; w_{L}\right]\right)\).
    for \(i \in\{1, \ldots, N\}\) and \(j \in\{1, \ldots, M\}\) do
        Compute \(d(i, j)=f\left(x_{i}, y_{j}\right)\)
        Compute \(D(i, j)\) using Eq. (3.2)
    end for
    Compute the warping path \(W\) using Alg. 5
```

```
Algorithm 5 Dynamic programming to find the optimal warping path given an
accumulated-cost matrix.
    Input: Accumulated-cost matrix (D).
    Output: Warping path \(\left(W=\left[w_{1} ; w_{2} ; \cdots ; w_{L}\right]\right)\).
    Initialize an empty warping path \(W\)
    Assign \(i=N\) and \(j=M\)
    while \(i>0\) and \(j>0\) do
        Assign \(w=(i, j)\)
        Append \(W=[w ; W]\)
        if \(D(i-1, j)<D(i-1, j-1)\) and \(D(i-1, j)<D(i, j-1)\) then
        Assign \(i=i-1\)
        end if
        if \(D(i, j-1)<D(i-1, j-1)\) and \(D(i-1, j)<D(i-1, j)\) then
            Assign \(j=j-1\)
        end if
        if \(D(i-1, j-1) \leq D(i-1, j)\) and \(D(i-1, j) \leq D(i, j-1)\) then
            Assign \(i=i-1\) and \(j=j-1\)
        end if
    end while
```

cannot be satisfied. The online DTW proposed by [32] seeks the best alignment of a partially unknown target sequence and a subsequence of the reference, restricting the search to a prealigned window so that the algorithm has linear complexity.

Starting with reference and target subsequences of the size of the search window $c$, the algorithm applies the standard DTW to find an initial warping path, inserting a weight 2 for diagonal steps in the definition of the accumulated cost matrix of Eq. (3.2), so that there is no bias for diagonal movements:

$$
D(i, j)=\min \left\{\begin{array}{c}
D(i-1, j)+d(i, j)  \tag{3.3}\\
D(i, j-1)+d(i, j) \\
D(i-1, j-1)+2 d(i, j)
\end{array}\right.
$$

In the first iteration, the algorithm considers that the reference and target sequences are composed of $c$ values, so only the elements of the cost function $d(i, j), i, j=1, \cdots, c$ are computed. Eq. (3.3) is used to determine the values of the elements $D(i, j), i, j=1, \cdots, c$ of the accumulated-cost matrix $\mathbf{D}$.

For each new iteration, the algorithm uses the values of the accumulated-cost computed up to a given point to decide whether to increase the size of the reference or the target subsequences. Afterwards, instead of re-computing all costs between samples from both sequences, it uses the cost matrix found in the previous iteration and only updates it with the costs associated with the new sample. In addition, in order to spare computation, it only computes the values of the cost function between the new sample from one sequence and the last $c$ samples from the other sequence (instead of all of them, as in the original DTW). The accumulated-cost matrix $\mathbf{D}$ is also updated by applying Eq. (3.3) only for the positions where the value of $d(i, j)$ is currently known, and a new warping path between the reference and target subsequences is found. Alg. 6 describes these ideas.

In Fig. 3.1, an example of the evolution of the cost matrix computation is presented. In the figure, the white squares represent pixels not yet computed in the cost matrix, the light gray squares represent the initial elements computed in the cost matrix, and the dark gray square represents the warping path computed in the forward direction. During each step, the algorithm checks the forward path to decide if it should include in the matrix a new sample from the target sequence (Figs. 3.1(b) and 3.1(c)), reference sequence (Figs. 3.1(e) and 3.1(f)) or both (Fig. 3.1(d)), and computes the similarity metric between the new sample from one sequence and the last 4 samples from other sequence. In this figure, it can be seen that, starting in Fig. 3.1(d), a few samples from the cost matrix were not computed, remaining as white squares in the figure.

```
Algorithm 6 Online dynamic time-warping algorithm.
    Input: Time series \(\left(\mathbf{X}=\left[x_{1}, x_{2}, \cdots, x_{N}\right]\right.\) and \(\left.\mathbf{Y}=\left[y_{1}, y_{2}, \cdots, y_{M}\right]\right)\), search
    window size (c).
    Output: Warping path \(\left(W=\left[w_{1} ; w_{2} ; \cdots ; w_{L}\right]\right)\).
    for \(i \in\{1, \ldots, c\}\) and \(j \in\{1, \ldots, c\}\) do
        Compute \(d(i, j)=f\left(x_{i}, y_{j}\right)\)
        Compute \(D(i, j)\) using Eq. (3.3)
    end for
    Assign updateType \(=\) "BOTH", previousUpdate \(=\) "BOTH"
    Assign updateCount \(=0\), ref \(=c\), tar \(=c\)
    while ref \(\leq N\) and tar \(\leq M\) do
        Define updateType using Alg. 7
        if updateType \(==\) "REF" or updateType \(==\) "BOTH" then
            for \(i=\operatorname{ref}+1\) and \(j \in\{\operatorname{tar}-c+1, \ldots, \operatorname{tar}\}\) do
            Compute \(d(i, j)=f\left(x_{i}, y_{j}\right)\)
            Compute \(D(i, j)\) using Eq. (3.3)
            end for
        end if
        if updateType \(==\) "TAR" or updateType \(==\) "BOTH" then
            for \(i \in\{r e f-c+1, \ldots, r e f\}\) and \(j=t a r+1\) do
                Compute \(d(i, j)=f\left(x_{i}, y_{j}\right)\)
                Compute \(D(i, j)\) using Eq. (3.3)
            end for
        end if
        if updateType \(\neq\) previousUpdate and updateType \(\neq\) "BOTH" then
            Assign updateCount \(=\) updateCount +1
        else
            Assign updateCount \(=1\)
        end if
        Assign previousUpdate \(=\) updateType
    end while
    Compute the warping path \(W\) using Alg. 5
```

```
Algorithm 7 Algorithm to determine the next update in the online DTW.
    Input: Current number of consecutive updates of same type (updateCount),
    maximum number of consecutive updates (maxCount), previous update type
    (previousUpdate), search window size (c), accumulated-cost matrix (D), last
    reference position (ref), last target position (tar).
    Output: Type of update used in the current iteration (updateType).
    if updateCount \(>\) maxCount then
        if previousUpdate \(==\) "TAR" then
            Assign updateType \(=\) " \(R E F "\)
        end if
        if previousUpdate \(==\) " \(R E F\) " then
            Assign updateType \(=\) "TAR"
        end if
    else
        Find \(i\) such that \(D(i\), tar \()=\min (D(1\), tar \(), \ldots, D(\) ref, tar \())\)
        Find \(j\) such that \(D(\) ref,\(j)=\min (D(\) ref, 1\(), \ldots, D(\) ref, tar \())\)
        if \(D(i, t a r)<D(r e f, j)\) then
            Assign updateType \(=\) "TAR"
        end if
        if \(D(i, t a r)>D(r e f, j)\) then
            Assign updateType \(=\) " \(R E F "\)
        end if
        if \(D(i, t a r)==D(r e f, j)\) then
            Assign updateType \(=\) "BOTH"
        end if
    end if
```



Figure 3.1: Example of the cost matrix computation performed by the online DTW algorithm. The white square represents pixels not yet computed in the cost matrix, the light gray squares represent the initial elements computed in the cost matrix and the dark gray square represents the warping path computed in the forward direction. The number inside each square represents the iteration where that element of the cost matrix was computed. (a) Initial elements. (b) and (c) New sample from the target sequence included. (d) New sample from both the target and reference sequence included. (e) and (f) New sample from the reference sequence included.

### 3.3 Video Alignment for Moving Camera Object Detection

The framework of surveillance systems with moving camera object detection imposes several constraints that must be satisfied by the alignment algorithm. In this application, one of the sequences, the reference signal, is fully known and the other sequence, the target sequence, is being received in real-time and must be aligned and processed on-the-fly, which makes the online DTW a suitable approach. However, in order to be used in this framework, some innovations had to be made to the online DTW algorithm.

Since the original algorithm was developed for a music application, a new cost function must be applied in order to align the video frames. Furthermore, when dealing with videos acquired in a surveillance operation, one can often deal with frames recorded in the same position that have regions with different information. As can be seen in Fig. 1.3, the frames from the target video may have regions with video anomalies. In this case there may be objects that did not exist or were in a different position during the reference recording. Thereby, the alignment algorithm must be able to align frames even when one of them has small regions that do not match the ones in the other. We have performed several tests to determine the best cost function to be used in this application and propose the use of a simple metric, the mean square error (MSE) between subsampled frames, showing in Tabs. 3.2 and 3.3 that it produces the best compromise between error rate and processing time.

The original algorithm proposed by Dixon [32] performs a warping between two videos which can include repetitions of any of the frames of the videos. However, in an object detection application, the real concern is, for each new frame in the reference video, finding a frame that is equivalent to each new frame in the target video. Therefore, the proposed algorithm computes the optimal warping path and, for each target frame, finds the aligned reference frame with the minimum cost.

In addition, the online DTW algorithm computes the path in the forward direction, incrementally computing the optimal warping for each new frame. In the proposed system, a latency in the warping path computation is introduced, by computing the alignment for a given target frame only after the $k$ subsequent frames were received. This approach was discussed in [32] and was deemed unnecessary in the context of music alignment. However, since this work deals with a different application, this approach with latency is also considered.

### 3.4 Experimental Results

Using the robotic platform described in Section 1.2.1, six runs of the robot were performed and a video and its equivalent sensor information were acquired. From these runs, two videos were used as reference videos and four as target videos in which at least one anomalous object was placed in the environment. For three target videos, the robotic platform was programmed to vary its speed between $0.2 \mathrm{~m} / \mathrm{s}$ and $0.4 \mathrm{~m} / \mathrm{s}$ along the trajectory. A reference video for these three target videos was recorded with a constant speed of $0.2 \mathrm{~m} / \mathrm{s}$, which generates a time-warping between the reference and target videos to be aligned. The fourth target video was recorded with a constant speed of $0.1 \mathrm{~m} / \mathrm{s}$, but containing regions with larger anomalous objects than the other three target videos, as the one seen in Fig. 1.3, and a reference video for this target was also recorded at the constant speed of $0.1 \mathrm{~m} / \mathrm{s}$ (having no time warping). All videos have a spatial resolution of $800 \times 450$ pixels and a frame rate of around 2.5 fps . Tab. 3.1 summarizes some of the properties of the videos. The proposed algorithm was implemented in C++ and tested with several configurations. The tests were made in a computer with an Intel Core i7-3630 QM processor with 2.4 GHz clock and 16 GB of RAM running Windows 10 ©.

Table 3.1: Properties of the videos used in the tests.

|  | Duration (s) | Total frames | Camera speed (m/s) |
| :---: | :---: | :---: | :---: |
| Target 1 | 560 | 1400 | 0.2 to 0.3 |
| Target 2 | 486 | 1215 | 0.2 to 0.4 |
| Target 3 | 488 | 1218 | 0.2 to 0.4 |
| Target 4 | 1329 | 3176 | 0.1 |
| Reference 1 | 649 | 1622 | 0.2 |
| Reference 2 | 1346 | 3050 | 0.1 |

### 3.4.1 Tests with Different Cost Functions

To test the robustness of the DTW algorithm in this application, several cost functions were considered. In [28], a DTW is developed which uses a subsampled version of the frame as the frame descriptor, and uses as cost function the $L_{1}$-norm between frame descriptors. In this work, we subsample the frames to the size $16 \times 9$, stack their lines in a descriptor vector and consider both $L_{1}$ and $L_{2}$ norms.

The moving-camera background-subtraction algorithm proposed in [34] employs the normalized vector distance (NVD) [90] to compare frames and detect anomalies, which can also be applied as a cost function in a DTW algorithm. For this test, the original frames are subsampled to the size $80 \times 45$ and each frame is divided into 25 image patches. Other common metrics for comparing frames include the structural
similarity (SSIM) 91 and distance between the histogram of oriented gradients (HoG) descriptors [92]. The HoG descriptor is based on the implementation given by 93 and the SSIM is applied in the comparison of the frames after downsampling them to the size $32 \times 18$.

The original DTW described in Sec. 3.1 was also tested in the videos for comparison purposes. Since it has a computational complexity that is quadratic on the length of the videos, this method was only tested with the cost function that computes the $L_{2}$-norm of the error between subsampled frames. In Fig. 3.2, one can see an example of the cost matrix computation using the original DTW and the online approach. In Fig. 3.2(b), the white regions in the upper right and lower left represent all similarities that were not computed by the online DTW, which did not result in any alignment error (Figs. 3.2(c) and 3.2(d)).

For the sake of comparison, the sensor data information obtained from the DORIS system (the set of auxiliary signals obtained during each recording) is also adapted to a DTW algorithm. This information is the same used for the video alignment discussed in Chapter 2, but in this new experiment, it was imposed that the reference and target sequences can have a different speed, so the premises of the algorithm described in Chapter 2 were not satisfied. Considering $\mathbf{r}_{i}$ the set of sensor outputs from the reference recording at time $i$, and $\mathbf{t}_{j}$ the ones from the target recording at time $j$, we applied the DTW with cost function:

$$
\begin{equation*}
d(i, j)=\left\|\mathbf{r}_{i}-\mathbf{t}_{j}\right\|^{2} \tag{3.4}
\end{equation*}
$$

It is also important to emphasize the alignment that was actually computed by the online DTW algorithm. This algorithm computes an online warping path that only considers the current samples available and is used to control the comparisons that must be computed or that can be ignored. This path is represented as the dark gray squares in Fig. 3.1. However, this warping path was used only during the execution of the algorithm and not analyzed in this first experiment.

For this experiment, the online algorithm decides which comparisons are or not necessary, creating the cost matrix depicted in Fig. 3.1. After this procedure, a warping path is found using Alg. 55 which may or may not coincide with online warping path depicted as the dark gray squares in Fig. 3.1. Thereby, this experiment strictly analyzes the impact of the several cost functions and the reduced cost matrix on the alignment between the target and reference sequences. In the second experiment, we perform an analysis of the quality of the incremental path estimated by the online approach.

Tab. 3.2 presents the alignment error between the several cost functions tested in the DTW algorithm. The positioning estimate of the DORIS system, which was


Figure 3.2: Example of the cost matrix computation in the DTW algorithm. In the figures, the warping path was too thin and was dilated for a better visualization. (a) Original DTW - The full matrix is computed. (b) Online DTW - Only a region of the cost matrix inside a given search window is computed. (c) Original DTW Warping path. (d) Online DTW - Warping path.
also used in Chapter 2, was employed in the computation of a video alignment between the reference and target videos, and its results were considered as groundtruth. For each cost function, the DTW alignment was computed, which gives for each frame of the target video the corresponding frame of the reference video. The alignment error is computed by taking the average of the absolute difference between the frame position given by the estimated alignment and the frame position given by the ground truth.

Tab. 3.3 shows the average processing time for each cost function. As can
be seen from the results in Tabs. 3.2 and 3.3 , the cost function based on the $L_{2}{ }^{-}$ norm (which represents, up to scale, the MSE between subsampled frames) is only outperformed, in terms of alignment error, by the cost functions based on NVD and SSIM. However, it is at least two times faster than both of them. Given that it is advantageous that the alignment step be as simple as possible due to the very complex nature of the anomaly detection step, this indicates that the MSE is the recommended cost function to be used in a real-time application.

Table 3.2: Alignment error (in frames) for several cost functions used in the DTW algorithm. The best 3 results are marked in blue.

|  |  | Average error (frames) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Target 1 | Target 2 | Target 3 | Target 4 |
| Online DTW | $L_{1}$ | 0.95 | 0.92 | 1.45 | 0.44 |
|  | $L_{2}$ | 0.58 | $\mathbf{0 . 4 8}$ | $\mathbf{0 . 8 0}$ | $\mathbf{0 . 3 7}$ |
|  | SSIM | $\mathbf{0 . 4 1}$ | $\mathbf{0 . 3 9}$ | $\mathbf{0 . 6 6}$ | $\mathbf{0 . 3 6}$ |
|  | NVD | $\mathbf{0 . 4 8}$ | $\mathbf{0 . 6 0}$ | $\mathbf{0 . 7 8}$ | $\mathbf{0 . 3 2}$ |
|  | HoG | $\mathbf{0 . 4 5}$ | 0.61 | 0.95 | 0.38 |
|  | Sensor | 4.88 | 6.08 | 5.86 | 4.84 |
| Original DTW | $L_{2}$ | 0.58 | 0.48 | 0.80 | 0.37 |

Table 3.3: Processing time for several cost functions used in the DTW algorithm. The best 3 results are marked in blue.

|  |  | Processing time (s) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Target 1 | Target 2 | Target 3 | Target 4 |
| Online DTW | $L_{1}$ | $\mathbf{7 6}$ | 82 | 89 | $\mathbf{2 8 3}$ |
|  | $L_{2}$ | $\mathbf{8 3}$ | $\mathbf{8 0}$ | $\mathbf{8 7}$ | 308 |
|  | SSIM | 189 | 187 | 189 | 516 |
|  | NVD | 243 | 233 | 236 | 671 |
|  | HoG | 89 | $\mathbf{7 9}$ | $\mathbf{8 3}$ | $\mathbf{2 8 0}$ |
|  | Sensor | $\mathbf{1 9}$ | $\mathbf{1 8}$ | $\mathbf{2 0}$ | $\mathbf{7 6}$ |
| Original DTW | $L_{2}$ | 41311 | 52954 | 40567 | 132571 |

### 3.4.2 Online Warping

In a real-time anomaly-detection application, a frame from the target video must be synchronized to a frame from the reference video in order to produce an output without prior knowledge of any posterior target frames. If the system can allow a fixed latency by producing a detection output for the target frame $N$ only after $K$ new target frames have been received, the optimal alignment for frame $N$ can be estimated with a fixed view into the future, which can make it more stable and reliable. In this case, the optimal warping path used to align the target frame $N$ is
computed between a subset of the reference sequence and the target sequence up to the frame $(N+K)$.

In this test, we analyze how the DTW algorithm behaves when providing a frame alignment in a real-time application. Using as cost function the MSE between subsampled frames, we vary the allowed latency in the system. Using the online DTW algorithm, the cost matrix is gradually filled and whenever it includes elements computed from a new target frame $(N+K)$, a warping path is computed and the algorithm outputs the best aligned reference frame for the target frame $N$. Note that for a zero latency, the path computed is the one shown in a dark gray color in Fig. 3.2. The results can be compared to the ones shown in Tab. 3.2, by considering that it represents the case when all information from the target video is available in the computation of the video alignment, so it is equivalent to the alignment error with infinite latency.

Fig. 3.3 shows the alignment error obtained when using several values of latency in the warping computation. The results show that, contrary to what is stated in [32], the use of latency can reduce the alignment error up to a third of the one obtained when using only the current target frame. Fig. 3.3 also shows that with a latency of 50 frames, which corresponds to approximately 20 s , the error becomes close to the minimum, reaching a value similar to the one in Tab. 3.2. For all cases, a good trade-off is found when using a latency of around 15 frames, which represents a delay of approximately 6 s and is not prohibitive for the considered application.

### 3.4.3 Tests of Robustness

Due to the lack of a larger amount of video samples, since the recording demands a displacement of people and equipment, and also require prior scheduling of a recording in an industrial environment, our video database does not have much content variability. To test the robustness of the DTW algorithm in the alignment of surveillance videos, we simulated some conditions that can occur in the acquisition of videos by the DORIS system.

Among the problems that can occur during video acquisition, one of the most common is a change in the field of view. Since, in this application, a camera is mounted on a robotic platform hung on a trail with a closed-loop trajectory, the traction can sometimes make the camera shake or even make the robot slightly twist around the rail, which can create differences in the camera field of view during the reference and target recording. To simulate this effect, a random crop was performed by fixing a window size (proportional to the frame size) and randomly selecting a window of the given size inside each frame of the reference and target videos. Although this problem was not so common in the videos acquired using the


Figure 3.3: Average alignment error (in frames) using as cost function the MSE between subsampled frames. (a) Video 1. (b) Video 2. (c) Video 3. (d) Video 4.

DORIS system, it occurred quite frequently for videos from the VDAO database. An example of a frame mismatch from this database can be seen in Fig. 3.4.

Another common problem is a difference in illumination in the videos. Since the recordings took several hours in the same day and there are regions in the video that show the external environment, the movement of the sun and clouds can create differences in the average illumination, regions of shadow, and/or sunlight reflection. An example of the difference of illumination in videos acquired using the DORIS system is depicted in Fig. 3.5. To create a variation between the target and reference illumination, the target frames were processed in order to increase their contrast.

The last problem considered for this test is the noise. During the recordings, the videos were acquired by a camera and transmitted, via wi-fi, to a receiver that is always at least 10 m away. However, since there is a lot of electrical machinery inside the industrial plant, the interference created by these objects can result in a loss of data packets and frames, and the resulting video often has repeated frames and reduced quality. In order to assess the algorithm performance when dealing with this problem, we induced a difference between reference and target frames by
compressing every target frame with lower quality.
In Tab. 3.4, the results of the alignment algorithm for one target video after applying the several deformations in the frames are presented. The results indicate that among all conditions that can affect the video acquisition, the shaking or twist in the robot is the main responsible for the loss of performance of the DTW algorithm. This result is somewhat expected since these deformations can create videos with little or no content in common between the reference and target videos, so there is no equivalent information in both videos to be corresponded. However, often this effect is temporary: it is possible that some frames from the target video do not have much content in common with the reference frames, due to a difference in the field of view caused by a shaking or a twist in the robot position, and there is no synchronism between the videos, but after a while the robot can stop shaking or enter a straight section of the rail and correct any abnormal twist that occurred

(a)

(b)

Figure 3.4: Example of frame mismatch from the VDAO database 94]. (a) Frame from a reference video. (b) Equivalent frame in another video with a mismatch. Due to the movement, the camera was rotated with respect to the first recording.
during a curve. Therefore an algorithm should be able to recover the synchronism when it is available.

Table 3.4: Alignment error (in frames) for several effects applied to the video 1.

|  | Average error (frames) |
| :---: | :---: |
| Original | 0.58 |
| Crop (90 \% of the frame) | 1.46 |
| Crop (70 \% of the frame) | 2.88 |
| Crop (60 \% of the frame) | 21.41 |
| Contrast | 0.72 |
| Compression | 0.97 |


(b)

Figure 3.5: Example of the difference of illumination in videos acquired with the DORIS system. Two videos that were recorded at different times during the same day, and may present a different light pattern. (a) Frame of a recording where the lawn is under sunlight. (b) Equivalent frame from another recording where a shadow covers the lawn.

### 3.5 Analysis Based on the Sensor Data

The sensor data can provide valuable clues to complement the information given by the video content. However, as can be seen from the results of Tab. 3.2, applying the DTW algorithm to the whole set of sensor data yielded worse results than any method that uses solely the video content. A thorough analysis of the sensor data available in the DORIS system must be performed in order to determine which sensors can actually contribute to the robot localization and how this information can be extracted.

The set of sensor data is shown in the Fig. 3.6 for a target video and in Fig. 3.7 for its reference video. An analysis of these plots shows that these sensors have two distinct behaviors. For most of the sensors (plots (a), (b), (c), (d), (f), (g), (h), (i) and (l)), the signals are composed of a background noise and some sparse peaks that, if compared to the model of the rail in Fig. 1.2, appear in positions in which the robot moves along a curve. The other sensors (plots (j), (k), (m) and (n)) create signals that are more elaborate than only a sequence of peaks followed by noise. Due to this distinct nature, the sensors were split in two sets (sparse and non-sparse signals), and experiments were performed in each set. Moreover, a visual inspection revealed two signals that seem to be more influenced by the background noise (plots (e) and (o)), which represent the acceleration in the x axis and the average current consumption. These signals were disregarded for these tests, since it is likely that are not suited for this algorithm.

### 3.5.1 Alignment of Non-Sparse Signals

The set of sensors that generates non-sparse signals is shown in Figs. 3.8 and 3.9. For these sensors, the approach of using a DTW algorithm in the whole set of sensors ensemble, using Eq. (3.4) as cost function, was once again employed.

Fig. 3.10 shows the alignment error for each frame in the target sequence. The result shows that the DTW algorithm is not able to properly align the signals. This fact may occur because the signals acquired from these sensors change significantly for different recordings, and the DTW algorithm is not robust to this effect.

### 3.5.2 Alignment of Sparse Signals

For the set of sensors producing signals that have sparse peaks added to a background noise, the DTW algorithm cannot be applied directly. As can be seen from the Figs 3.11 and 3.12 , the cost function computed for these signals has a few sparse small regions of local minima in the cost matrix. This behavior is caused by the fact that most of the comparisons are made between samples from the reference and


Figure 3.6: Set of sensors from a target recording. The visual information for each plot was reduced in order to treat each signal as a generic signal in the set. (a) Yaw velocity. (b) Roll velocity. (c) Angular velocity - x axis. (d) Angular velocity - y axis. (e) Acceleration - x axis. (f) Acceleration - y axis. (g) Acceleration - z axis. (h) Orientation quaternion $x$. (i) Orientation quaternion y. (j) Orientation quaternion z. (k) Orientation quaternion w. (l) Roll. (m) Pitch. (n) Yaw. (o) Average current consumption.


Figure 3.7: Set of sensors from a reference recording. The visual information for each plot was reduced in order to treat each signal as a generic signal in the set. (a) Yaw velocity. (b) Roll velocity. (c) Angular velocity - x axis. (d) Angular velocity - y axis. (e) Acceleration - x axis. (f) Acceleration - y axis. (g) Acceleration - z axis. (h) Orientation quaternion $x$. (i) Orientation quaternion y. (j) Orientation quaternion z. (k) Orientation quaternion w. (l) Roll. (m) Pitch. (n) Yaw. (o) Average current consumption.


Figure 3.8: Set of non-sparse signals from a target recording used in the alignment. The visual information for each plot was reduced in order to treat each signal as a generic signal in the set. (a) Orientation quaternion z. (b) Orientation quaternion w. (c) Pitch. (d) Yaw.


Figure 3.9: Set of non-sparse signals from a reference recording used in the alignment. The visual information for each plot was reduced in order to treat each signal as a generic signal in the set. (a) Orientation quaternion z. (b) Orientation quaternion w. (c) Pitch. (d) Yaw.


Figure 3.10: Alignment error (in frames) using the non-sparse sensor ensemble corresponding to the run 1 . One can see that the algorithm loses track of the correct alignment in the regions with background noise.
target signals that just have background noise. Therefore, not enough information is provided for the DTW algorithm to properly align the sequences.


Figure 3.11: Example of the cost function computation for the sensor that measures the yaw velocity. (a) Original DTW - The full matrix is computed. (b) Online DTW - The algorithm fails to detect the region that contain the optimum alignment between the signals, when compared to Fig. 3.2. (c) Original DTW - Warping path. (d) Online DTW - Warping path.

For this experiment, a threshold was applied in the reference and the target signals to extract the interval of samples that contain each peak, which are the only samples that provide meaningful information to align the signals. Then, the


Figure 3.12: Example of the cost function computation for the sensor that measures the acceleration in the y axis. (a) Original DTW - The full matrix is computed. (b) Online DTW - The algorithm fails to detect the region that contains the optimum alignment between the signals, when compared to Fig. 3.2. (c) Original DTW Warping path. (d) Online DTW - Warping path.

DTW algorithm was applied to the alignment of each peak of target signal to the equivalent peak of the reference signal.

After an analysis of the signals, it could also be observed that for some signals the peaks in the reference and target runs can have a significant difference of amplitude. Therefore, those signals were also disregarded and the tests were performed only
in the signals from the sensors shown in Figs. 3.13 and 3.14. The results of the alignment of the peak regions are presented in Fig. 3.15. The results show that, on average, the alignment error is smaller than the one seen in Tab. 3.2, when using the sensor information, and even comparable to the error obtained when using only the video information.


Figure 3.13: Set of sparse signals from a target recording used in the alignment. The visual information for each plot was reduced in order to treat each signal as a generic signal in the set. (a) Acceleration - y axis. (b) Acceleration - z axis. (c) Orientation quaternion x. (d) Roll.

Table 3.5: Alignment error of the peak regions corresponding to the run 1.

| Sensor | Average error (frames) |
| :---: | :---: |
| Acceleration - y axis | 1.27 |
| Acceleration - z axis | 0.62 |
| Orientation quaternion $\mathbf{x}$ | 0.55 |
| Roll | 0.49 |



Figure 3.14: Set of sparse signals from a reference recording used in the alignment. The visual information for each plot was reduced in order to treat each signal as a generic signal in the set. (a) Acceleration - y axis. (b) Acceleration - z axis. (c) Orientation quaternion x. (d) Roll.

### 3.6 Summary

This chapter presented a video-based temporal alignment algorithm for surveillance systems based on a dynamic time-warping approach. The algorithm was tested with videos acquired in a real application using several metrics to be used as cost function for the DTW algorithm, which culminated in the choice of the mean square error between frames. Additional experiments showed conditions that can make the alignment algorithm fail, and the other available signals were investigated more deeply in the alignment problem.

The next chapter studies a method that uses video information to reconstruct the camera trajectory, which can be used to extract various other properties from videos. For instance, the video alignment can be performed by searching the frames whose cameras are in a similar position and orientation.


Figure 3.15: Alignment error (in frames) of the peak regions corresponding to the run 1. (a) Acceleration - y axis. (b) Acceleration - z axis. (c) Orientation quaternion x. (d) Roll.

## Chapter 4

## Camera Trajectory Estimation

In applications involving a moving sensor, it may be important to estimate the actual position of the sensor, which can be used for example to help a robot navigate through an environment, to synchronize signals, or to identify patterns. In computer vision, the problem of estimating the position of a moving sensor, as well as a mapping of the environment, is named the simultaneous localization and mapping (SLAM) problem.

This chapter investigates an approach that solves the SLAM problem using only camera information. The studied work, proposed by [5], employs notions of Lie groups with a graph-based optimization to estimate the trajectory and has shown significant advances for camera trajectory computation. The videos obtained in Section 1.2 .1 are tested in this algorithm and the results are discussed.

The chapter is organized as follows. Section 4.1 details the SLAM algorithm of interest. In Section 4.2, some tests are performed using this algorithm for different databases. The results for the DORIS videos are analyzed and the limitations of the algorithm are discussed.

### 4.1 Robust Large Scale Monocular Video SLAM

The work developed in [5] presents an algorithm for the trajectory estimation of a monocular calibrated camera evolving in a large unknown environment. This work develops a SLAM algorithm that employs the concept of Lie groups to robustly align trajectories estimated in multiple submaps. To align a larger number of submaps, the work proposes a graph-based optimization algorithm, which also employs an efficient outlier-removal step.

This SLAM algorithm is composed of four main modules, which are depicted in Fig. 4.1. To reduce the computational complexity and also to ensure that pairs of frames have a minimum camera displacement between them, a keyframe selection step is employed. The keyframes are split in submaps and inside each submap the
algorithm estimates the camera trajectory along the frames. In order to align all submaps, three-dimensional similarities between pairs of submaps, which transform the coordinates of one submap to another, are computed. The recovered submaps and the 3D similarities between submaps are used in the relative similarity averaging step, that computes the three-dimensional similarities that take each submap to a common global coordinate.

For a better understanding of the algorithm, the reader is invited to read Appendix A, which describes notions of projective geometry, and Appendix B, which shows theoretical concepts of Lie algebra.


Figure 4.1: Block diagram of the SLAM algorithm proposed in [5.

### 4.1.1 Keyframe Selection

To perform a keyframe selection, it is necessary to use a fast method that will be applied in the whole set of frames. Thereby, the algorithm applies a Lucas-Kanade tracker [95], which detects and tracks Harris points of interest (PoI) [96] in the video frames. A frame is selected as a keyframe when the Euclidean distance between the corresponding PoI of the current frame and the previous keyframe is bigger than a given threshold (which is typically $5 \%$ of the image width).

Fig. 4.2 exemplifies the keyframe selection step. The method starts with the first frame being considered a keyframe. The ensuing frames are tested and only the one whose content displays a substantial difference with respect to the previous keyframe, which is represented in the figure as the one where the black circle moves a minimum amount of pixels, is defined as another keyframe.

### 4.1.2 Submap Reconstruction

The set of keyframes selected in the previous step is split in clusters of $L$ consecutive frames with overlap factor of $50 \%$ and, for each keyframe, SURF keypoints [97] are


Figure 4.2: Example of the keyframe selection step. The sequence of frames is represented as the dashed parallelograms and the ones considered as keyframes are displayed with solid lines. Significant difference from the previous keyframe is used to classify the next keyframe.
computed. For each cluster (or submap), SURF descriptors are matched and used in the estimation of corresponding points between pairs of keyframes. In order to increase the number of connections among frames, reducing the occurrence of incremental errors, this step is performed for all pairs of consecutive frames and also for some pairs of non-consecutive frames. The epipolar geometry of each of these pairs of frames is computed through the estimation of the essential matrix [13] using the five point algorithm [98, combined with a RANSAC algorithm [13] and a bundle adjustment optimization [45].

Using the essential matrix computed for a pair of frames, one can estimate the rotation between the camera coordinate systems of each frame of the pair [13], that is, the relative rotation between the orientation of the camera for each frame. As a result of this calculation, several relative rotations between frames are estimated. These relative rotations estimated for all pairs of frames are then employed in the computation of a global orientation for each frame, in relation to a reference common to all frames. For this computation, the relative similarity averaging algorithm described in the following sections can also be employed (which is defined for a general transformation).

After estimating a global orientation for each frame in the submap, the position of the camera for each frame still needs to be determined. In order to estimate the camera pose for each frame, keypoints are tracked among the frames and a linear programming is employed in the computation of the Known rotation problem 99], which is described below.

Known rotation problem: For a camera matrix $\mathbf{P}=\left[\begin{array}{ll}\mathbf{R} & \mathbf{t}\end{array}\right]=\left[\begin{array}{ll}\mathbf{R}_{\mathbf{1}} & t_{1} \\ \mathbf{R}_{\mathbf{2}} & t_{2} \\ \mathbf{R}_{\mathbf{3}} & t_{3}\end{array}\right]$,
$\mathbf{x}=\left[\begin{array}{l}x \\ y \\ 1\end{array}\right]$ is an image point with corresponding three-dimensional point $\mathbf{X}$. The reprojection error is given by:

$$
\begin{equation*}
E(\mathbf{X}, \mathbf{R}, \mathbf{t})=\left\|\left(x-\frac{\mathbf{R}_{\mathbf{1}} \mathbf{X}+t_{1}}{\mathbf{R}_{\mathbf{3}} \mathbf{X}+t_{3}}, y-\frac{\mathbf{R}_{\mathbf{2}} \mathbf{X}+t_{2}}{\mathbf{R}_{\mathbf{3}} \mathbf{X}+t_{3}}\right)\right\|^{2} . \tag{4.1}
\end{equation*}
$$

For the reprojection error to be less than a given threshold $\gamma$, this condition can be written as:

$$
\begin{equation*}
\left\|\left(\left(x \mathbf{R}_{\mathbf{3}}-\mathbf{R}_{\mathbf{1}}\right) \mathbf{X}+x t_{3}-t_{1},\left(y \mathbf{R}_{\mathbf{3}}-\mathbf{R}_{\mathbf{2}}\right) \mathbf{X}+y t_{3}-t_{2}\right)\right\|^{2} \leq \gamma\left(\mathbf{R}_{\mathbf{3}} \mathbf{X}+t_{3}\right)^{2} \tag{4.2}
\end{equation*}
$$

If $\mathbf{R}$ is known, this condition is a convex constraint, and linear programming can be used to solve simultaneously for $\mathbf{t}$ and $\mathbf{X}$.

In Fig. 4.3, one can see an example of the submap reconstruction step. Each submap in this case is a set of consecutive keyframes which may contain an overlap with another submap. The camera trajectory for each submap is reconstructed by solving Eqs. (4.1) and (4.2). The dashed lines highlight the reconstructed trajectory for the frames that belong to the overlap of two submaps, therefore should represent the same trajectory. However, each reconstruction uses its own referential, so these trajectories must be rotated, scaled and translated with respect to each other. The next steps cope with the alignment of different referentials.

### 4.1.3 Pairwise Similarity Estimation

After the previous step, for each submap a camera trajectory and a cloud with triangulated points were estimated. However, the reconstruction for each submap was made according to a different coordinate system. In order to align all submaps, a three-dimensional similarity between pairs of submaps must be calculated, which can be seen as matrices that belong to the Lie group $\operatorname{Sim}(3)$ :

$$
\operatorname{Sim}(3)=\left[\begin{array}{cc}
s \mathbf{R} & \mathbf{t}  \tag{4.3}\\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right],
$$

with $R \in S O(3), \mathbf{t}=\left[t_{1}, t_{2}, t_{3}\right]^{T}$ and $s \in \mathbb{R}^{+}$.
To reduce the number of similarities to compute, a bag-of-words [100] approach is applied to three-dimensional SURF descriptors of all submaps to find a unique descriptor for the whole submap. A similarity is determined for consecutive submaps and also between each submap and its 10 nearest neighbors using the bag-of-words descriptor as a metric of distance.

## Submap 1



Figure 4.3: Example of the submap reconstruction step. In this example, each submap is composed of a sequence of 15 consecutive frames with eight frames of overlap with the previous and next submaps. For each submap, a reconstruction of the camera trajectory is computed using Eqs. 4.1 and 4.2. The dashed lines highlight the reconstructed trajectory for the frames in the overlap of two consecutive submaps. (a) Submap 1. (b) Submap 2.

In order to estimate a similarity between two submaps, SURF descriptors for each three-dimensional point are obtained by averaging the SURF descriptors of the image points that generated this triangulated point, and the descriptors are matched between submaps. A three-point algorithm 101 combined with the RANSAC is applied to obtain a three-dimensional similarity, which is refined by minimizing the sum of the position errors weighted by the covariance of each triangulated point.

Finally, considering that this similarity can be modeled as a concentrated Gaussian distribution on the group $\operatorname{Sim}(3)$, a covariance for each similarity is also found. In the end of this step, the algorithm has computed similarities $Z_{i j} \in \operatorname{Sim}(3)$ between the coordinate system of the submap $i$ and the submap $j$ along with a covariance $\Sigma_{i j}$ for these estimates.

Fig. 4.4 exemplifies the pairwise similarity estimation. The frames inside each submap are used for the triangulation of three-dimensional points. By tracking triangulated points across different submaps, it is possible to compute a pairwise similarity transformation between two submaps, which is composed of rotation, translation and scaling, that aligns the axis for both reconstructions to a same common axis. The next step takes all relative similarities and maps all axes to a global reference.


Figure 4.4: Pairwise similarity estimation step. For each submap, keypoints inside the frames are tracked and triangulated to three-dimensional points (points $\mathrm{X} 1, \ldots, \mathrm{XM}$ for submap 1 and $\mathrm{Y} 1, \ldots, \mathrm{YM}$ for submap 2). Using corresponding threedimensional points from two submaps, a similarity transformation is computed that transforms a point represented according to the axis $\mathrm{x} 1, \mathrm{y} 1, \mathrm{z} 1$ to a point represented according to the axis $\mathrm{x} 2, \mathrm{y} 2, \mathrm{z} 2$

### 4.1.4 Relative Similarity Averaging

From the results obtained in the previous subsection, relative similarities $Z_{i j}$ that align the submaps $i$ and $j$ were computed, along with a covariance matrix $\Sigma_{i j}$. In this step, we need to estimate the global similarities $\left(X_{i S}, X_{j S}\right)$, that is, the threedimensional similarities between a global reference frame $S$ and each submap. Given the submaps $i$ and $j$, one can consider that the similarity $Z_{i j}$ that takes from the submap $i$ to the submap $j$ should be equivalent to going from the submap $i$ to the reference frame $S$ (using the global similarity $X_{i S}$ ), and then going from the reference frame $S$ to the submap $j$ (using $X_{j S}^{-1}$ ). Considering the existence of noise in the measurements, represented by the covariance matrix $\Sigma_{i j}$, the following model is obtained:

$$
\begin{equation*}
Z_{i j}=\exp ^{\wedge}\left(b_{i j}^{i}\right) X_{i S} X_{j S}^{-1}, \tag{4.4}
\end{equation*}
$$

where $b_{i j}^{i} \sim \mathcal{N}_{\mathbb{R}^{p}}\left(\mathbf{0}_{p \times 1}, \Sigma_{i j}\right)$ is a white Gaussian noise.
Considering that the measurements $Z_{i j}$ are outlier-free, an estimate of the global similarities $X_{i S}$ and $X_{j S}$ can be obtained by the relative similarity averaging problem, which minimizes the following cost function:

$$
\begin{equation*}
\underset{\left\{X_{i S}\right\}_{i \in \mathcal{V}}}{\operatorname{argmin}} \sum_{i, j \in \mathcal{E}}\left\|\log ^{\vee} Z_{i j} X_{j S} X_{i S}^{-1}\right\|_{\Sigma_{i j}}^{2}, \tag{4.5}
\end{equation*}
$$

with $\left\|\left\|\|_{\Sigma}^{2}\right.\right.$ representing the Mahalanobis distance. This equation is similar to a generalized least squares problem, where one estimates the distance between a model $\left(X_{j S} X_{i S}^{-1}\right)$ and the estimate $\left(Z_{i j}\right)$, pondering by the covariance of the error $\left(\Sigma_{i j}\right)$. One can also note the function $\log ^{\vee}$, which maps the similarities to the Lie algebra, where the optimization is performed.

If the procedure of selecting pairs of submaps has chosen submaps that do not have common regions in the scene, a relative similarity computed can represent an outlier. In this case, the minimization problem represented by Eq. (4.5) can fail to find the correct global similarities. Thus, an outlier removal algorithm is necessary to solve the relative similarity averaging problem.

The problem given by Eq. (4.5) can also be seen as the inference problem in a factor graph $\mathcal{G}=\{\mathcal{V}, \mathcal{E}\}$. In this context, each vertex $\mathcal{V}_{i}$ corresponds to a global similarity measurement $X_{i S}$ and each pairwise factor $\mathcal{E}_{i j}$ corresponds to a relative measurement $Z_{i j}$ that links the vertices $\mathcal{V}_{i}$ and $\mathcal{V}_{j}$. The following subsections describe an outlier removal algorithm and a relative similarity averaging algorithm that uses notions of graph optimization.

In Fig. 4.5, one can see an example of the relative similarity averaging step. Using the relative similarities computed in the previous step, for each submap is
computed a similarity transformation that maps its axis to a global referential. The trajectories found for each submap, that can now described with respect to the same referential, are merged to define the camera trajectory for the whole input video.


Global camera trajectory

(b)

Figure 4.5: Example of the relative similarity averaging step. The camera trajectory is estimated for each submap according to its own referential and contains only a part of the total trajectory. After computing relative similarities between pairs of submaps, all referential are mapped to a global one and the parts of the trajectory are merged to compose the total trajectory of the camera along the whole video. (a) Camera trajectories for each submap that are combined to form a single one. (b) Global camera trajectory for the whole video that is a composition of the trajectories computed for each submap.

### 4.1.5 Outlier Removal Algorithm

To remove outlier measurements in the SLAM algorithm, it is assumed that every relative similarities between consecutive submaps are inliers. For the other relative similarities, the error inside a cycle, which should be small for a measurement to be considered as an inlier, is tested:

$$
\begin{equation*}
\epsilon^{T} P^{-1} \epsilon<t_{\chi^{2}} \tag{4.6}
\end{equation*}
$$

where $\epsilon$ is the cycle error, $P$ is the covariance associated with this cycle and $t_{\chi^{2}}$ is a value based on the $\chi^{2}$.

A naive algorithm to test a relative similarity $Z_{k l}$ could be to test the cycle $Z_{k l} Z_{l(l-1)} Z_{(l-1)(l-2)} \ldots Z_{(k-1) k}$, which contains the similarity between the $k$-th and $l$ th submaps $\left(Z_{k l}\right)$, and all consecutive similarities from the $l$-th to $k$-th submaps $\left(Z_{l(l-1)} \ldots Z_{(k-1) k}\right)$. However, this approach can fail for larger cycles, since it accumulates any small errors in each similarity. Instead of using consecutive measurements in the cycle, an algorithm proposed in 5] searches for the shortest cycles (in the sense of minimum number of connections) that contain only inliers. This algorithm is described in Alg. 8.

```
Algorithm 8 Algorithm to remove outlier similarity measurements.
    Input: Relative similarities \(Z_{i j}\), covariance matrices \(\Sigma_{i j}\), value of \(t_{\chi^{2}}\).
    Output: Graph containing only inlier relative similarities.
    Initialize an empty graph \(\mathcal{G}=\{\mathcal{V}, \mathcal{E}\}\)
    Add the vertex \(X_{1 S}\) to \(\mathcal{V}\)
    for \(k \in\{1, \ldots, N\}\) do
        Add the vertex \(X_{k S}\) to \(\mathcal{V}\)
        Add the factor \(\left\{Z_{(k-1) k}, \Sigma_{(k-1) k}\right\}\) to \(\mathcal{E}\)
        for \(l \in\{1, \ldots, k\}\) do
            Find the shortest path from \(X_{k S}\) to \(X_{l S}\) in \(\mathcal{G}\)
            Compute the cycle error \(\epsilon\) and covariance \(P\)
            if \(\epsilon^{T} P^{-1} \epsilon<t_{\chi^{2}}\) then
                Add the factor \(\left\{Z_{l k}, \Sigma_{l k}\right\}\) to \(\mathcal{E}\)
            end if
        end for
    end for
```


### 4.1.6 Large-Scale Relative Similarity Averaging

An efficient algorithm to estimate a large number of similarities was also proposed in [5]. This method splits the original graph into $N_{S}$ subgraphs of maximum size $n$ and creates a supergraph that links all subgraphs. For each iteration, it alternates between solving the problem locally for each subgraph and computing messages sent from other subgraphs by building and solving a supergraph. A block diagram of this method is shown in Fig. 4.6.

## Graph partitioning

In this step, the graph is split into $N_{S}$ subgraphs with a maximum size $n$. This partition considers the temporal order of the vertices, so that the subgraphs are always composed of $n$ consecutive subgraphs $X_{(k+1) S} \cdots(k+n) S$. The removed measurements are given the names of inter-measurements and in their locations are placed factors


Figure 4.6: Block diagram of the large scale relative similarity averaging algorithm.
$Z_{i R_{k}}$, which are considered a message that connects this subgraph with the other subgraphs. Note that since each subgraph is processed independently, each one has its own reference $R_{k}$. The messages $Z_{i R_{k}}$ will be responsible for linking all references to a common global reference. Fig. 4.7 shows an example of an original graph that is partitioned into 3 subgraphs of maximum size 3 .

## Message initialization

Each message $Z_{i R_{k}}$ is initialized with the identity matrix, which represents the identity element of the group of similarities $\operatorname{Sim}(3)$, and its covariance matrix $\sum_{i R_{k}}^{i}$ is initialized with infinite covariance, to indicate that there is no certainty in the current value. Through the course of the algorithm, these values are iteratively updated.

## Subgraphs optimization

For each subgraph $\mathcal{G}^{k}=\left\{\mathcal{V}^{k}, \mathcal{E}^{k}\right\}$ an estimative of the global similarities $\left\{X_{i R_{k}}\right\}_{i \in \mathcal{V}^{k}}$ that relate each submap $i$ to the subgraph reference $R_{k}$ is found by using a GaussNewton algorithm 102]:

(b)

Figure 4.7: Example of the graph partitioning. (a) Original graph. The intermeasurements are marked with green dashed lines. (b) Subgraphs of maximum size 3. The inter-measurements are replaced by the messages marked with red dashed lines.

$$
\begin{align*}
\underset{\left\{X_{i R_{k}}\right\}_{i \in \mathcal{V}^{k}}}{\operatorname{argmin}} & \sum_{(i, j) \in \mathcal{E}^{k}}\left\|\log ^{\vee}\left(Z_{i j} X_{j R_{k}} X_{i R_{k}}^{-1}\right)\right\|_{\Sigma_{i j}^{i}}^{2} \\
& +\sum_{(i, j) \in \mathcal{V}^{k}}\left\|\log ^{\vee}\left(Z_{i R_{k}} X_{i R_{k}}^{-1}\right)\right\|_{\Sigma_{i R_{k}}^{i}}^{2} . \tag{4.7}
\end{align*}
$$

In this optimization, the first term was derived from Eq. (4.5). It enforces that the similarity that takes the submap $i$ to the reference $R_{k}$, combined with the similarity that takes the reference $R_{k}$ to the submap $j$, should be similar to the similarity that relates directly the submaps $i$ and $j$. The second term uses the current estimate of the messages $Z_{i R_{k}}$. Since this message is an estimate of the transformation between the submap $i$ and the reference $R_{k}$, which is exactly the transformation the algorithm wants to estimate for $X_{i R_{k}}$, this term enforces that $Z_{i R_{k}}$ and $X_{i R_{k}}$ should be similar. The covariances $\left\{P_{i R_{k}}^{i}\right\}_{i \in \mathcal{V}^{k}}$ associated with the global similarities $\left\{X_{i R_{k}}\right\}_{i \in \mathcal{V}^{k}}$ are estimated by a Laplace approximation.

## Supergraph building

After each subgraph has been solved, the algorithm builds a supergraph $\mathcal{G}^{\text {SUPER }}=\left\{\mathcal{V}^{\text {SUPER }}, \mathcal{E}^{\text {SUPER }}\right\}$ using the inter-measurements and the global similarities $\left\{X_{i R_{k}}\right\}_{i \in \mathcal{V}^{k}}$. This supergraph is used to estimate transformations that take each reference frame of each subgraph to a global reference frame, which are called super-measurements. Each inter-measurements $Z_{i j}$ with covariance $\Sigma_{i j}^{i}$ defines a super-measurement by the following equations:

$$
\begin{equation*}
Z_{R_{k} R_{l}}=X_{i R_{k}}^{-1} Z_{i j} X_{j R_{l}}, \tag{4.8}
\end{equation*}
$$

where it is considered that the transformation from $R_{k}$ to $R_{l}$ is equivalent to the combination of the transformations from $R_{k}$ to $i\left(X_{i R_{k}}^{-1}\right)$, from $i$ to $j\left(Z_{i j}\right)$, and then from $j$ to $R_{l}\left(X_{j R_{l}}\right)$, and

$$
\begin{equation*}
\Sigma_{R_{k} R_{l}}^{R_{k}}=A d_{G}\left(X_{i R_{k}}^{-1}\right)\left(P_{i R_{K}}^{i}+\Sigma_{i j}^{i}+A d_{G}\left(Z_{i j}\right) P_{j R_{l}}^{j} A d_{G}\left(Z_{i j}\right)^{T}\right) A d_{G}\left(X_{i R_{k}}^{-1}\right)^{T} \tag{4.9}
\end{equation*}
$$

is the associated covariance.
If multiple inter-measurements $Z_{i j}$ connect the same nodes in each pair of subgraphs, an average of the results is used as the super-measurement. Fig. 4.8 shows an example of the supergraph built using the subgraphs of Fig. 4.7.


Figure 4.8: Example of a supergraph that connects the subgraphs in Fig. 4.7.

## Supergraph optimization

To solve the supergraph, this algorithm is applied recursively, considering that the supergraph is a new graph input. The algorithm should be recursively called using smaller supergraphs as inputs until it can find only one subgraph, when it returns the results to a previous iteration.

## Similarities computation

The quantities of interest $\left(\left\{X_{i S}\right\}_{i \in \mathcal{V}}\right)$ with covariance $\left\{P_{i S}^{i}\right\}_{i \in \mathcal{V}}$ are the global similarities between the nodes of the original graph and a global reference $S$. At this point, it was estimated how to represent the submap $i$ with respect to the reference $R_{k}$ (using $X_{i R_{k}}$ ), and how to map the reference $R_{k}$ to the global reference $S$ (using $\left.X_{R_{k} S}\right)$. Therefore, the global similarities $\left\{X_{i S}\right\}_{i \in \mathcal{V}}$ can be obtained by:

$$
\begin{equation*}
X_{i S}=X_{i R_{k}} X_{R_{k} S}, \tag{4.10}
\end{equation*}
$$

with covariance

$$
\begin{equation*}
P_{i S}^{i}=P_{i R_{k}}^{i}+A d_{G}\left(X_{i R_{k}}\right) P_{R_{k} S}^{R_{k}} A d_{G}\left(X_{i R_{k}}\right)^{T} . \tag{4.11}
\end{equation*}
$$

Once all quantities are computed, one can estimate the cost function given by Eq. (4.5). This cost function is used as a stop condition to the algorithm: If the cost is higher than the one found in a previous iteration, the algorithm exits, otherwise, the messages $Z_{i R_{k}}$, which in the first steps were initialized with $Z_{i R_{k}}=I d$ and $\Sigma_{i R_{k}}^{i}=\infty$, are updated and the algorithm returns to the subgraph optimization step.

## Messages computation

If the algorithm decides that the error is still decreasing, the messages $Z_{i R_{k}}$ are updated and the algorithm continues the loop. For each inter-measurement $Z_{i j}$ the message $Z_{i R_{k}}$ is updated using the previously estimated similarities, using the path from $i$ to $j$, from $j$ to $R_{l}$, from $R_{l}$ to $S$, and then from $S$ to $R_{k}$ :

$$
\begin{equation*}
Z_{i R_{k}}=Z_{i j} X_{j R_{l}} X_{R_{l} S} X_{R_{k} S}^{-1}, \tag{4.12}
\end{equation*}
$$

associated to the covariance

$$
\begin{gather*}
\Sigma_{i R_{k}}^{i}=A d_{G}\left(Z_{i j}\right)\left[P_{j R_{l}}^{j}+A d_{G}\left(X_{j R_{l}}\right)\left\{P_{R_{l} S}^{R_{l}}\right.\right. \\
\left.+A d_{G}\left(X_{R_{l} S} X^{-1}\right) P_{R_{k} S}^{R_{k}} A d_{G}\left(X_{R_{l} S} X_{R_{k} S}^{-1}\right)^{T}\right\} .  \tag{4.13}\\
\left.A d_{G}\left(X_{j R_{l}}\right)^{T}\right] A d_{G}\left(Z_{i j}\right)^{T}+\Sigma_{i j}^{i}
\end{gather*}
$$

### 4.2 Experimental Results

To test the SLAM algorithm, several databases were used in order to reproduce the results seen in [5]. An initial experiment was performed in a demo video that employed a camera moving in a circular trajectory. Some frames from this video can be seen in Fig. 4.9. After applying the SLAM algorithm, it is expected that the method can estimate a circular-shaped trajectory for the camera, but without recovering correct scale of the scene. In Fig. 4.10, one can see the results of the SLAM algorithm for this video, which shows that the algorithm can correctly estimate a circular trajectory for the camera.


Figure 4.9: Example of a video with a circular camera trajectory. The figures from (a) to (d) represent the progression of the video.


Figure 4.10: Circular trajectory estimated by the SLAM algorithm.

Another experiment was performed using videos from the KITTI database [103], which is composed of videos acquired using an autonomous driving car moving along a road. This database also employs a laser scanner and a GPS to provide an accurate ground truth for the camera position. Some examples of frames from this database are shown in Fig. 4.11. The SLAM algorithm was tested in some videos from this database, and the results were compared to the camera positions provided by the ground truth. Figs. 4.12 and 4.13 show the camera trajectory estimated for two different videos by the SLAM algorithm and the ground truth. For these videos, even though the camera moves along a trajectory more complex than the last experiment, with several curves for both sides, the algorithm can correctly estimate a trajectory for the camera that has the same shape as the ground truth, but with different scale, rotation and position (therefore there is a similarity transformation that aligns the two trajectories and makes them similar).

### 4.2.1 Tests with DORIS Videos

Another experiment was performed using the SLAM algorithm in the DORIS videos described in Section 1.2.1, containing a complete round on the rail. The parameters were the same used in the previous test. Several problems intrinsic to this application made the SLAM algorithm unable to execute all steps and estimate a trajectory.

After analyzing the videos and the partial results, it was discovered that for certain regions of the videos, when the camera passes near a pillar, the algorithm consistently loses track of the trajectory. The causes for this issue are twofold.

As can be seen from the example shown in Fig. 4.14, these frames have a flat surface that occupies most of the frame. For the regions near the pillar, the SURF algorithm is not able to detect a sufficient number of keypoints, and the descriptor for each keypoint is not distinctive since the image does not have a diversified content. In addition, for these regions, other characteristics such as the lighting condition, the compression noise, or even a small disturbance of the camera become prominent and may lead to an erroneous displacement estimation [104, 105].

Hence, even if the algorithm finds a sufficient number of keypoints, the detected keypoints are not representative to describe the scene content. Consequently the procedure of finding corresponding points, computing the epipolar geometry and estimating the camera displacements (see Section 4.1.2) becomes unreliable. Also, some assumptions, such as the one that states that consecutive relative measurements are always inliers (see Section 4.1.5), can not be satisfied.

When trying to estimate the trajectory for the complete round, it is also not possible to ignore the regions with pillars and bypass the computation of the camera trajectory for these frames, for example, interpolating the displacement obtained


Figure 4.11: Frames of the video 2 in the KITTI odometry dataset. (a) Frame 30. (b) Frame 50. (c) Frame 1000. (d) Frame 4660.


Figure 4.12: Camera trajectory for the video 2 in the KITTI odometry dataset. (a) Ground truth. (b) Result of the SLAM algorithm.


Figure 4.13: Camera trajectory for the video 5 in the KITTI odometry dataset. (a) Ground truth. (b) Result of the SLAM algorithm.


Figure 4.14: Example of frames from the DORIS videos with a flat surface occupying a significant portion of the frame. (a) Frame 7400. (b) Frame 12570.
using a frame before and a frame after the pillar. As can be seen from Fig. 4.15, the pillars may be so wide that there is almost no overlap in the scene before and after it, which makes the estimation of the camera trajectory unfeasible [106].

In a second experiment, each video sequence was split into several smaller sequences, removing the parts of the videos that are near a pillar. It was also decided to use only sequences where the camera performs simpler movements. Two types of video excerpt were tested: pieces of the video with curves in the rail, but the camera movement is entirely contained in the horizontal plane, and pieces of the video in which the camera moves in a straight section of the rail.

For this experiment, the algorithm is able to execute all its steps but still provides a result that does not match the expected trajectory, as shown in Fig. 4.17. Several causes were identified as being responsible for this problem.

Even with the removal of the regions with pillars, several other textureless objects may occupy a large portion of the frames, due to the presence of large machinery in the industrial environment, which, as previously mentioned, deteriorates the results. Examples of the textureless objects contained in the scene can be seen in Fig. 4.16.

Another characteristic from the DORIS videos is that they often have objects closer to the cameras when compared to the videos from the KITTI dataset. These objects create larger regions with occlusion of the background, which increases the number of outliers in the correspondences between keypoints.

A further analysis revealed another problem on the DORIS videos that can make the SLAM algorithm fail, which is related to the type of movement performed by the camera. In these videos, the camera moves along a direction that is perpendicular to the orientation of the camera, contrary, for example, to the videos in the KITTI dataset, which have the camera pointed to the front of a car. In this case, the viewpoints disappear much faster in the videos, which reduces the field of view in common between several views. Consequently, it becomes harder to create connections between frames, the algorithm identifies fewer loop closures and provides less robust results.

For the sake of comparison, it was discussed in Section 4.1 that the frames must have a minimum camera displacement between them, and it was defined a step to select keyframes that present a displacement of around $5 \%$ of the image width. Therefore, one could expect that, if an object enters the camera field of view in the left of the image, and moves to the right until it vanishes (or the other way around), it should appear in around 20 keyframes. For the KITTY videos, during a curve, the objects that are closest to the camera and go through the entire camera field of view appear in around 40 frames, or 4 s of the video. In the DORIS videos, however, the turns are much faster. An object close to the camera appears in at most 20 frames, or 2 s of the video.

(a)

(b)

Figure 4.15: Example of frames from the DORIS videos showing the lack of overlap in the scenes before and after a pillar. (a) Frame obtained to the left of the pillar shown in Fig. 4.14 (a). (b) Frame obtained to the right of the pillar shown in Fig. 4.14(a).


Figure 4.16: Example of frames from the DORIS videos containing large textureless objects. (a) Object in a sequence with curves in the rail. (b) Object in a sequence on a straight section of the rail.


Figure 4.17: Camera trajectory for some excerpts of the DORIS videos. (a) Result for the $u$-shaped region of the rail. (b) Result for the straight section of the rail. (c) Ground truth of the U-shaped region of the rail (marked in red). (d) Ground truth of the straight section of the rail (marked in red).

### 4.3 Summary

This chapter described an approach to perform the estimation of the camera trajectory and mapping of an environment for videos acquired with a moving camera. The algorithm was tested in several databases with results similar to the ground truth.

However, when testing with the DORIS videos, is was observed that the algorithm was not able to operate properly. A discussion was made about several conditions that provide a challenge for the SLAM algorithms and how they appear in the DORIS videos. It should be concluded that the DORIS videos present a new challenging scenario with several restrictions for the SLAM algorithm, and it should be adopted as another benchmark to foster the development of more robust SLAM algorithms.

The next chapter describes some advances in the computation of the optical flow, and applies the optical flow algorithm to perform a spatial alignment of two frames from the DORIS system. Some concepts of the operation on the matrix space performed by this algorithm are also carried out to the next chapter.

## Chapter 5

## Video Spatial Alignment Using Optical Flow

The previous chapters dealt with the temporal alignment or synchronization of video sequences. However, due to differences in the sampling rate or difficulties in the acquisition, the synchronized frames can still be significantly different from each other. In some applications, it is also necessary to include a step to perform the spatial alignment of the frames. An approach that detects video anomalies [1] performs this step by computing a simple homography transformation [13] between the frames, which is a transformation that maps one plane into another plane. However, if the scene contains a wide range of depths it cannot be approximated as being contained on a single plane, therefore this transformation is likely to fail. In order to perform this alignment, one can consider instead the computation of the optical flow, which estimates the apparent motion field between the images and represents a generic translation computed independently for each pixel or region.

The study of motion fields in image sequences is a relevant topic in computer vision since the movement of objects provides important characteristics which allow a different level of data analysis. The applications that can benefit from this study are various: for surveillance it makes possible the detection of moving objects in a steady background, besides providing information on the motion that may be used on the objects tracking; in meteorology it allows the interpretation of clouds and detection of climatic phenomena; for video compression it gives means to reduce data storage and transmission of frames by estimating it using its optical flow and a close frame. However, it is important to bear in mind that the real motion field of the objects, in general, is unknown and must be estimated from projections of the objects in the images.

Optical flow consists of the calculation of the apparent motion of the image pixels. Using two images, the goal is to calculate a field of two-dimensional vectors that register the movement of points from one image to the other. For such calculation,
an algorithm of optical flow must be able to overcome a few obstacles that can arise in real videos, such as outliers from the discontinuities or occlusions, different lighting conditions and regions large motions between images.

Among the optical flow methods, an approach less developed in the literature is the representation of images where the content for each pixel is a feature instead of a luminance value, like those defined inside the context of a Riemannian manifold. This kind of representation allows a better generalization of the image space, enabling it to be represented with a non-Euclidian geometry. An example for the use of images inserted in a Riemannian manifold is given by the eigenfaces, in which the Euclidian distance between pixels from an image is not the best way to represent the distance between two faces. Thus, if one maps the image space to some specific feature space, it is possible that an algorithm is able to better represent the image content.

This chapter studies several data structures and image descriptors in the context of the optical flow estimation. These required the development of an algorithm that handles matrix data. The optical flow algorithm is extended to operate on images where each pixel contains a tensor that belongs to a Riemannian manifold. The algorithms were tested in a benchmark for evaluation of optical flow. Finally, tests using videos from the DORIS system depicted in Section 1.2.1 and the VDAO database described in Section 1.2 .2 were also performed.

This chapter is organized as follows. Section 5.1 details the basics of the optical flow computation. Section 5.2 depicts several techniques that extract complex properties from the set of pixels, defining a tensor or a descriptor for each pixel, which can provide more information than just the gray level of the pixels, and can be used in the optical flow estimation. Since some studied techniques map the original images to tensor-valued images, Section 5.3 shows an extension of the optical flow algorithms able to operate such spaces. Section 5.4 shows several results for the developed algorithms for an optical flow database, and also some results for videos from the surveillance system application described in Section 1.2.1 and the database described in Section 1.2.2.

### 5.1 Optical Flow Estimation

Given two images $\mathbf{I}_{\mathbf{1}}$ and $\mathbf{I}_{\mathbf{2}}$ of size $M \times N$, the optical flow searches for the vector fields $\mathbf{u}$ and $\mathbf{v}$ that makes one image match the other, that is, for the discrete case:

$$
\begin{equation*}
I_{1}(i, j)=I_{2}(i+u(i, j), j+v(i, j)), \tag{5.1}
\end{equation*}
$$

where $u(i, j)$ and $v(i, j)$ are respectively elements of $\mathbf{u}$ and $\mathbf{v}$. In the following sections, two optical flow algorithms are derived. First, a modern version of the Horn and Schunk method [49], using quadratic functions, is defined. Then, several algorithms that were based on the Horn and Schunk method are discussed and a generic algorithm is shown.

### 5.1.1 Horn and Schunck Method

The first successful optical flow method [49] consists in the estimation of the motion field based on the intensity values of the image pixels. The estimation of $\mathbf{u}$ and $\mathbf{v}$ can be made with the following optimization procedure:

$$
\begin{align*}
&(\hat{\mathbf{u}}, \hat{\mathbf{v}})=\arg \min _{\mathbf{u}, \mathbf{v}} \sum_{i, j} E_{D}(i, j)+\lambda E_{S}(i, j) \\
&=\arg \min _{\mathbf{u}, \mathbf{v}} \sum_{i, j} \rho_{D}\left(I_{1}(i, j)-I_{2}(i+u(i, j), j+v(i, j))\right)+ \\
& \quad \\
& \quad\left[\rho_{S}(u(i, j)-u(i+1, j))+\rho_{S}(u(i, j)-u(i, j+1))+\right.  \tag{5.2}\\
&\left.\rho_{S}(v(i, j)-v(i+1, j))+\rho_{S}(v(i, j)-v(i, j+1))\right] .
\end{align*}
$$

In Eq. (5.2), the term $E_{D}(i, j)$ represents a data term and $\rho_{D}(x)$ is a penalty function. This term is responsible for finding similar regions in the images related to the vector field. that is, to enforce the validity of the brightness constancy given by Eq. 5.1). The term $E_{S}(i, j)$, where $\rho_{S}(x)$ is also a penalty function, weighted by a constant $\lambda$, represents the spatial or regularization term which is responsible for finding vectors with spatial consistency, reducing outliers. For the basic optical flow algorithm proposed in [49], both penalty functions are of the form $\rho(x)=x^{2}$. This corresponds to making a Gaussian assumption on the noise, so this method cannot deal with motion boundaries and occlusions, and is not robust in these cases.

One main issue of Eq. (5.2) is the non-linearity of the image intensities in the values of $u(i, j)$ and $v(i, j)$. Assuming these displacement values to be small, one can perform a first order Taylor approximation to linearize the data term:

$$
\begin{equation*}
I_{2}(i+u(i, j), j+v(i, j)) \approx I_{2}(i, j)+I_{2 x}(i, j) u(i, j)+I_{2 y}(i, j) v(i, j) \tag{5.3}
\end{equation*}
$$

where $I_{2 x}$ and $I_{2 y}$ represent, respectively, the horizontal and vertical image gradients.
Since a linearization is necessary, the algorithm may fail when the displacement is too large. A common practice in modern algorithms is to include a warping strategy, in combination with a course-to-fine estimation. For each iteration, a current estimate of the motion field is used to create a warped version of the image $\mathbf{I}_{\mathbf{2}}$, and only the flow increment is computed. For this case, the following linearization
is performed:

$$
\begin{align*}
I_{2}\left(i+u_{k}(i, j)+d u(i, j), j\right. & \left.+v_{k}(i, j)+d v(i, j)\right) \approx I_{2}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right) \\
& +I_{2 x}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right) d u(i, j) \\
& +I_{2 y}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right) d v(i, j) \tag{5.4}
\end{align*}
$$

where $u_{k}(i, j)$ and $v_{k}(i, j)$ are the current estimates of the flow and $d u(i, j)$ and $d v(i, j)$ are their increments. The term $I_{2}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right)$ represents the warped version of the image $I_{2}$, where the pixels $(i, j)$ are displaced by the current estimates of the flow.

To deal with large motions, the optical flow computation can be performed in an incremental way by a multiscale approach that uses subsampled versions of each frame [51, 54]. If one subsamples the two images, the motion field is numerically smaller, so the linearizations should hold, and they provide a rough estimate to the true displacement, therefore the flow increment that must be estimated should also be small. The algorithm creates a pyramid with several levels of subsampling. During the optimization, the optical flow obtained in a previous iteration, where the input is a smaller version of the image, is used as an initialization for the algorithm using a higher resolution.

Since the regularization term compares the flow for each position with the flow on its neighbors, one can create a linear system to simultaneously optimize this term for all pixels. For the data term, the following expression is found:

$$
\begin{gather*}
\sum_{i, j} E_{D}(i, j)=\sum_{i, j}\left(I_{2 x}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right) d u(i, j)\right. \\
\left.+I_{2 y}\left(i+d u(i, j), j+v_{k}(i, j)\right) d v(i, j)+I_{t}(i, j)\right)^{2} \tag{5.5}
\end{gather*}
$$

where $I_{t}(i, j)=I_{1}(i, j)-I_{2}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right)$.
For simplicity in the notations, we define $I_{2 w}(i, j)=I_{2}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right)$, which is equivalent to assuming that the pixels $(i, j)$ are displaced by the current flow estimate $\left(u_{k}(i, j), v_{k}(i, j)\right)$ creating a warped version $\left(I_{2 w}\right)$ of the image $I_{2}$.

$$
\begin{align*}
\sum_{i, j} E_{D}(i, j) & =\sum_{i, j}\left(I_{2 x}(i, j) d u(i, j)+I_{2 y}(i, j) d v(i, j)+I_{t}(i, j)\right)^{2} \\
& =\sum_{i, j}\left(I_{t}(i, j)+\left[\begin{array}{ll}
I_{2 x}(i, j) & \left.\left.I_{2 y}(i, j)\right]\left[\begin{array}{l}
d u(i, j) \\
d v(i, j)
\end{array}\right]\right)^{2}
\end{array},=\right.\text {, }\right. \tag{5.6}
\end{align*}
$$

where $I_{2 x}(i, j), I_{2 y}(i, j)$ and $I_{t}(i, j)$ are computed using the warped image $I_{2 w}$.
In Eq. (5.6), the sum of squares can be transformed into the $L_{2}$ norm of a vector.

Stacking all pixels $(i, j)$ in a single vector, one finds the following equation:

$$
\sum_{i, j} E_{D}(i, j)=\left\|\mathbf{b}+\mathbf{J}\left[\begin{array}{l}
\mathbf{d u}  \tag{5.7}\\
\mathbf{d v}
\end{array}\right]\right\|_{2}^{2},
$$

where:

$$
\begin{align*}
& \mathbf{d} \mathbf{u}=\left[\begin{array}{c}
d u(1,1) \\
\vdots \\
d u(M, N)
\end{array}\right]_{T \times 1},  \tag{5.8}\\
& \mathbf{d v}=\left[\begin{array}{c}
d v(1,1) \\
\vdots \\
d v(M, N)
\end{array}\right]_{T \times 1},  \tag{5.9}\\
& \mathbf{b}=\left[\begin{array}{c}
I_{t}(1,1) \\
\vdots \\
I_{t}(M, N)
\end{array}\right]_{T \times 1}, \tag{5.10}
\end{align*}
$$

and

$$
\mathbf{J}=\left[\begin{array}{cccccc}
I_{2 x}(1,1) & & 0 & I_{2 y}(1,1) & & 0  \tag{5.11}\\
& \ddots & & & \ddots & \\
0 & & I_{2 x}(M, N) & 0 & & I_{2 y}(M, N)
\end{array}\right]_{T \times 2 T}
$$

with $T=M N$.
For the regularization term, a similar derivation can be made:

$$
\begin{align*}
\sum_{i, j} E_{S}(i, j)=\sum_{i, j} & \left(u_{k}(i, j)+d u(i, j)-u_{k}(i+1, j)+d u(i+1, j)\right)^{2} \\
& +\left(u_{k}(i, j)+d u(i, j)-u_{k}(i+1, j)+d u(i, j+1)\right)^{2} \\
& +\left(v_{k}(i, j)+d v(i, j)-v_{k}(i+1, j)+d v(i+1, j)\right)^{2} \\
& \left(v_{k}(i, j)+d v(i, j)-v_{k}(i+1, j)+d v(i, j+1)\right)^{2} . \tag{5.12}
\end{align*}
$$

Given the matrices $\mathbf{F}_{\mathbf{y}}$ and $\mathbf{F}_{\mathbf{x}}$ such that:

$$
\mathbf{F}_{\mathbf{y}} \mathbf{x}=\left[\begin{array}{cccccc}
1 & -1 & 0 & & \cdots &  \tag{5.13}\\
0 & 1 & -1 & 0 & & \cdots \\
\vdots & & \vdots & & & \vdots
\end{array}\right]\left[\begin{array}{c}
x(1,1) \\
\vdots \\
x(M, N)
\end{array}\right]=\left[\begin{array}{c}
x(1,1)-x(2,1) \\
\vdots
\end{array}\right]
$$

and

$$
\mathbf{F}_{\mathbf{x}} \mathbf{x}=\left[\begin{array}{ccccccccc}
1 & 0 & \cdots & 0 & -1 & 0 & \cdots & 0 &  \tag{5.14}\\
0 & 1 & 0 & \cdots & 0 & -1 & 0 & \cdots & 0 \\
\vdots & & \vdots & & \vdots & & \vdots & &
\end{array}\right]\left[\begin{array}{c}
x(1,1) \\
\vdots \\
x(M, N)
\end{array}\right]=\left[\begin{array}{c}
x(1,1)-x(1,2) \\
\vdots
\end{array}\right] .
$$

Stacking all pixels $(i, j)$ in a single vector, the comparison between different neighbor displacements seen in Eq. (5.12) can be expressed through a product with the matrices $\mathbf{F}_{\mathbf{y}}, \mathbf{F}_{\mathbf{x}}$ and the stacked vector. Therefore:

$$
\begin{align*}
\sum_{i, j} E_{S}(i, j) & =\left\|\mathbf{F}_{\mathbf{y}} \mathbf{u}+\mathbf{F}_{\mathbf{y}} \mathbf{d} \mathbf{u}\right\|_{2}^{2}+\left\|\mathbf{F}_{\mathbf{x}} \mathbf{u}+\mathbf{F}_{\mathbf{x}} \mathbf{d} \mathbf{u}\right\|_{2}^{2} \\
& +\left\|\mathbf{F}_{\mathbf{y}} \mathbf{v}+\mathbf{F}_{\mathbf{y}} \mathbf{d} \mathbf{v}\right\|_{2}^{2}+\left\|\mathbf{F}_{\mathbf{x}} \mathbf{v}+\mathbf{F}_{\mathbf{x}} \mathbf{d} \mathbf{v}\right\|_{2}^{2} \tag{5.15}
\end{align*}
$$

where:

$$
\begin{align*}
& \mathbf{u}=\left[\begin{array}{c}
u_{k}(1,1) \\
\vdots \\
u_{k}(M, N)
\end{array}\right]_{T \times 1},  \tag{5.16}\\
& \mathbf{v}=\left[\begin{array}{c}
v_{k}(1,1) \\
\vdots \\
v_{k}(M, N)
\end{array}\right]_{T \times 1}, \tag{5.17}
\end{align*}
$$

and $\mathbf{d u}$ and $\mathbf{d v}$ are the same as before.
If one stacks $\mathbf{u}$ and $\mathbf{v}$ in a single vector, a more concise form can be found:

$$
\sum_{i, j} E_{s}(i, j)=\left\|\mathbf{r}+\mathbf{F}\left[\begin{array}{l}
\mathbf{d u}  \tag{5.18}\\
\mathbf{d v}
\end{array}\right]\right\|_{2}^{2},
$$

where

$$
\begin{gather*}
\mathbf{r}=\left[\begin{array}{l}
\mathbf{F}_{\mathbf{y}} \mathbf{u} \\
\mathbf{F}_{\mathbf{x}} \mathbf{u} \\
\mathbf{F}_{\mathbf{y}} \mathbf{v} \\
\mathbf{F}_{\mathbf{x}} \mathbf{v}
\end{array}\right]_{4 T \times 1},  \tag{5.19}\\
\mathbf{F}=\left[\begin{array}{cc}
\mathbf{F}_{\mathbf{y}} & \mathbf{0} \\
\mathbf{F}_{\mathbf{x}} & \mathbf{0} \\
\mathbf{0} & \mathbf{F}_{\mathbf{y}} \\
\mathbf{0} & \mathbf{F}_{\mathbf{x}}
\end{array}\right]_{4 T \times 2 T} . \tag{5.20}
\end{gather*}
$$

Replacing Eqs. (5.18) and (5.7) in Eq. (5.2), one can consider the data and regularization terms in a single equation:

$$
\begin{gather*}
(\mathbf{d} \mathbf{u}, \mathbf{d} \hat{\mathbf{v}})=\arg \min _{\mathbf{d u}, \mathbf{d} \mathbf{v}}\left\|\mathbf{b}+\mathbf{J}\left[\begin{array}{l}
\mathrm{d} \mathbf{u} \\
\mathbf{d v}
\end{array}\right]\right\|_{2}^{2}+\lambda\left\|\mathbf{r}+\mathbf{F}\left[\begin{array}{l}
\mathbf{d} \mathbf{u} \\
\mathbf{d v}
\end{array}\right]\right\|_{2}^{2} \\
=\arg \min _{\mathbf{d u}, \mathbf{d v}}\left\|\mathbf{g}+\mathbf{H}\left[\begin{array}{c}
\mathbf{d u} \mathbf{u} \\
\mathbf{d v}
\end{array}\right]\right\|_{2}^{2}  \tag{5.21}\\
\mathbf{g}=\left[\begin{array}{c}
\mathbf{b} \\
\lambda \mathbf{r}
\end{array}\right]_{5 T \times 1},  \tag{5.22}\\
\mathbf{H}=\left[\begin{array}{c}
\mathbf{J} \\
\lambda \mathbf{F}
\end{array}\right]_{5 T \times 2 T} \tag{5.23}
\end{gather*}
$$

Finally, after each intermediate iteration, a median filter is applied to the flow computed, which helps in the removal of outliers [53]. The full method is described in Alg. 9 and a block diagram is shown in Fig. 5.1.

```
Algorithm 9 Baseline coarse-to-fine optical flow algorithm.
    Input: Image pair \(\mathbf{o I}_{\mathbf{1}}\) and \(\mathbf{o I}_{\mathbf{2}}\) of size \(M \times N\), regularization parameter \(\lambda\),
    pyramid levels \(L\), pyramid factor \(\eta\).
    Output: Vector fields \(\mathbf{u}_{\mathbf{k}}\) and \(\mathbf{v}_{\mathbf{k}}\).
    Initialize \(\mathbf{u}_{\mathbf{k}}=\mathbf{0}_{M / L \eta \times N / L \eta}\) and \(\mathbf{v}_{\mathbf{k}}=\mathbf{0}_{M / L \eta \times N / L \eta}\)
    for \(l \in\{L-1, \ldots, 0\}\) do \(\{\) Loop for the multiscale approach \(\}\)
        Downsample the original images \(\mathbf{o I}_{\mathbf{1}}\) and \(\mathbf{o} \mathbf{I}_{\mathbf{2}}\) by \(l \eta\) to create \(\mathbf{I}_{\mathbf{1}}\) and \(\mathbf{I}_{\mathbf{2}}\)
        Upsample the previous flow \(\mathbf{u}_{\mathbf{k}}\) and \(\mathbf{v}_{\mathbf{k}}\) by \(\eta\)
        Assign \(\mathbf{u}_{\mathbf{k}}=\eta \mathbf{u}_{\mathbf{k}}\) and \(\mathbf{v}_{\mathbf{k}}=\eta \mathbf{v}_{\mathbf{k}}\)
        for \(n \in\left\{1, \ldots, N_{\text {iter }}\right\}\) do \(\{\) Inner loop \(\}\)
            Warp \(\mathbf{I}_{\mathbf{2}}: I_{2}(i, j)=I_{2}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right)\)
            Compute \(\mathbf{I}_{\mathbf{2}} \mathbf{x}, \mathbf{I}_{\mathbf{2}} \mathbf{y}\) and \(\mathbf{I}_{\mathbf{t}}\)
            Compute \(\mathbf{g}\) and \(\mathbf{H}\) from Eqs. (5.22) and (5.23)
            Use a solver to find the solution of Eq. (5.21)
            Update the flow \(\mathbf{u}_{\mathbf{k}}=\mathbf{u}_{\mathbf{k}}+\mathbf{d} \mathbf{u}\) and \(\mathbf{v}_{\mathbf{k}}=\mathbf{v}_{\mathbf{k}}+\mathbf{d} \mathbf{v}\)
            if \(l \neq 0\) then
                Apply a median filter to \(\mathbf{u}_{\mathbf{k}}\) and \(\mathbf{v}_{\mathbf{k}}\)
            end if
        end for
    end for
```


### 5.1.2 General Optical Flow Algorithm

Several approaches propose variations to the method in [49, described in Section 5.1 above. Some works propose different penalty functions, like $\rho(x)=\sqrt{\left(x^{2}+\sigma\right)}$ [55], $\rho(x)=\log \left(1+\frac{x^{2}}{2 \sigma}\right)$ [54] and $\rho(x)=\left(x^{2}+\epsilon^{2}\right)^{a}$ [50]. For this case, one can approximate Eq. (5.2) to a quadratic penalty around the current motion, introducing


Figure 5.1: Block diagram of the iterative optical flow algorithm.
a weight $w(x)$ that depends on the selected robust function and the current motion, which is analogous to M-estimator [107] methods:

$$
\begin{equation*}
w(x)=\frac{\frac{\partial \rho(x)}{\partial x}}{x} . \tag{5.24}
\end{equation*}
$$

Note that for a quadratic function, $w(x)=2$. Therefore, the weight is constant and the problem becomes the one described in Section 5.1.

For the data term, this leads to the following equation:

$$
\begin{align*}
\sum_{i, j} E_{D}(i, j) & =\sum_{i, j} w_{D}\left(I_{t}(i, j)\right)\left(I_{2 x}(i, j) d u(i, j)+I_{2 y}(i, j) d v(i, j)+I_{t}(i, j)\right)^{2} \\
& =\sum_{i, j} w_{D}\left(I_{t}(i, j)\right)\left(I_{t}(i, j)+\left[\begin{array}{ll}
I_{2 x}(i, j) & I_{2 y}(i, j)
\end{array}\right]\left[\begin{array}{l}
d u(i, j) \\
d v(i, j)
\end{array}\right]\right)^{2} \tag{5.25}
\end{align*}
$$

where $w_{D}$ is computed for each iteration using Eq. (5.24) with the desired robust function $\rho_{D}$.

Performing the same development seen in the previous section, one finds that

$$
\sum_{i, j} E_{D}(i, j)=\left\|\mathbf{b}+\mathbf{J}\left[\begin{array}{c}
\mathbf{d u}  \tag{5.26}\\
\mathbf{d v}
\end{array}\right]\right\|_{\boldsymbol{\Omega}_{\mathbf{D}}}^{2}
$$

where

$$
\begin{equation*}
\|X\|_{\Omega}^{2}=X^{T} \Omega X \tag{5.27}
\end{equation*}
$$

is a Mahalanobis norm and $\boldsymbol{\Omega}_{\mathbf{D}}=\operatorname{diag}\left(w_{D}(\mathbf{b})\right)$.
For the regularization, one finds:

$$
\sum_{i, j} E_{s}(i, j)=\left\|\mathbf{r}+\mathbf{F}\left[\begin{array}{c}
\mathbf{d u}  \tag{5.28}\\
\mathbf{d v}
\end{array}\right]\right\|_{\Omega_{\mathbf{S}}}^{2}
$$

with $\boldsymbol{\Omega}_{\mathbf{S}}=\operatorname{diag}\left(w_{S}(\mathbf{r})\right)$ and $w_{S}$ is obtained using Eq. (5.24) for the desired $\rho_{S}$ (which is often the same as $\rho_{D}$ ).

Replacing Eqs. (5.26) and (5.28) in Eq. (5.28), the optimization problem becomes:

$$
(d \hat{\mathbf{u}}, \mathbf{d} \hat{\mathbf{v}})=\arg \min _{\mathrm{du}, \mathbf{d v}}\left\|\mathrm{~g}+\mathbf{H}\left[\begin{array}{l}
\mathrm{du}  \tag{5.29}\\
\mathrm{dv}
\end{array}\right]\right\|_{\Omega}^{2},
$$

with

$$
\Omega=\left[\begin{array}{cc}
\Omega_{\mathrm{D}} & 0  \tag{5.30}\\
0 & \Omega_{\mathrm{S}}
\end{array}\right] .
$$

In order to optimize non-convex functions, a graduated non-convexity scheme [56] is applied. First, the algorithm estimates the optical flow by using a convex penalty function. In any following step, the results from the previous step are used as an initial condition, and the penalty function to be used is a combination of convex and non-convex functions. In the last step, the algorithm optimizes the optical flow using only the desired non-convex function. This procedure is equivalent to minimizing a variant of Eq. (5.29):

$$
(\mathbf{d} \hat{\mathbf{u}}, \mathbf{d} \hat{\mathbf{v}})=\arg \min _{\mathrm{du}, \mathbf{d v}} \alpha\left\|\mathbf{g}_{\mathbf{Q}}+\mathbf{H}_{\mathbf{Q}}\left[\begin{array}{l}
\mathrm{du}  \tag{5.31}\\
\mathrm{dv}
\end{array}\right]\right\|_{\Omega_{\mathbf{Q}}}^{2}+(1-\alpha)\left\|\mathbf{g}+\mathbf{H}\left[\begin{array}{l}
\mathrm{du} \\
\mathrm{dv}
\end{array}\right]\right\|_{\boldsymbol{\Omega}}^{2},
$$

where $\mathbf{g}_{\mathbf{Q}}, \mathbf{H}_{\mathbf{Q}}$ and $\boldsymbol{\Omega}_{\mathbf{Q}}$ were obtained using Eqs. (5.22), (5.23) and (5.30) considering a quadratic robust function. The parameter $\alpha$ controls the importance given to the quadratic approximation and the desired robust function, and is changed along the iterations.

Among the more advanced algorithms, one can cite [50], which reviews improvements proposed in decades of algorithmic development and compares them with the original algorithm. For this approach, the use of median filters [53] can reduce the number of outliers and is proved to be one of the main responsible for the performance gain in the estimation. A different algorithm was proposed, which estimates $\mathbf{u}$ and $\mathbf{v}$ and replaces the regularization term $E_{S}(u(i, j), v(i, j))$ in Eq. (5.2) by:

$$
\begin{equation*}
E_{S}(u(i, j), v(i, j))=\sum_{\left(i^{\prime}, j^{\prime}\right) \in N_{i, j}} z_{i, j}^{i^{\prime}, j^{\prime}}\left(\rho_{S}\left(\hat{u}(i, j)-\hat{u}\left(i^{\prime}, j^{\prime}\right)\right)+\rho_{S}\left(\hat{v}(i, j)-\hat{v}\left(i^{\prime}, j^{\prime}\right)\right)\right), \tag{5.32}
\end{equation*}
$$

where $N_{i, j}$ represents a neighborhood around $(i, j)$ and $z_{i, j}^{i^{\prime}, j^{\prime}}$ is a weight that control how much the displacement in the pixel $\left(i^{\prime}, j^{\prime}\right)$ influences the estimation of the displacement in the pixel $(i, j)$, and is defined as:

$$
\begin{equation*}
z_{i, j}^{i^{\prime}, j^{\prime}} \propto \exp \left(-\frac{\left|i-i^{\prime}\right|^{2}+\left|j-j^{\prime}\right|^{2}}{2 \sigma_{1}^{2}}-\frac{\left|I_{1}(i, j)-I_{1}\left(i^{\prime}, j^{\prime}\right)\right|^{2}}{2 \sigma_{2}^{2} n_{c}}\right) \frac{o(i, j)}{o\left(i^{\prime}, j^{\prime}\right)}, \tag{5.33}
\end{equation*}
$$

for some constants $\sigma_{1}, \sigma_{2}$, and $n_{c}$, and $o(i, j)$ represents an occlusion estimation [108]. This equation means that the regularization gives more weight to pixels close to each other, to pixels whose value are similar, and to locations where no occlusion is detected.

It was also shown that performing this regularization can be approximated as replacing the median filtering step in the optical flow algorithm (see Alg. 9) by a weighted median, with weights given by Eq. 5.33). The complete algorithm is described in Alg. 10.

```
Algorithm 10 Optical flow algorithm with a non-quadratic robust function and a
weighted non-local regularization.
    Input: Image pair \(\mathbf{o I}_{\mathbf{1}}\) and \(\mathbf{o I}_{\mathbf{2}}\) of size \(M \times N\), regularization parameter \(\lambda\),
    pyramid levels \(L\), pyramid factor \(\eta\).
    Output: Vector fields \(\mathbf{u}_{\mathbf{k}}\) and \(\mathbf{v}_{\mathbf{k}}\).
    Initialize \(\mathbf{u}_{\mathbf{k}}=\mathbf{0}_{M / L \eta \times N / L \eta}\) and \(\mathbf{v}_{\mathbf{k}}=\mathbf{0}_{M / L \eta \times N / L \eta}\)
    for \(\alpha \in\{1,0.5,0\}\) do \(\{\) Loop for the graduated non-convexity approach \(\}\)
        for \(l \in\{L-1, \ldots, 0\}\) do \(\{\) Loop for the multiscale approach \(\}\)
        Downsample the original images \(\mathbf{o I}_{\mathbf{1}}\) and \(\mathbf{o} \mathbf{I}_{\mathbf{2}}\) by \(l \eta\) to create \(\mathbf{I}_{\mathbf{1}}\) and \(\mathbf{I}_{\mathbf{2}}\)
        Upsample the previous flow \(\mathbf{u}_{\mathbf{k}}\) and \(\mathbf{v}_{\mathbf{k}}\) by \(\eta\)
        Assign \(\mathbf{u}_{\mathbf{k}}=\eta \mathbf{u}_{\mathbf{k}}\) and \(\mathbf{v}_{\mathbf{k}}=\eta \mathbf{v}_{\mathbf{k}}\)
        for \(n \in\left\{1, \ldots, N_{\text {iter }}\right\}\) do \{Inner loop\}
            \(W \operatorname{Warp} \mathbf{I}_{\mathbf{2}}: I_{2}(i, j)=I_{2}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right)\)
            Compute \(\mathbf{I}_{\mathbf{2}} \mathbf{x}, \mathbf{I}_{\mathbf{2}} \mathbf{y}\) and \(\mathbf{I}_{\mathbf{t}}\)
            Compute \(\mathbf{g}, \mathbf{H}\) and \(\boldsymbol{\Omega}\) from Eqs. (5.22), (5.23) and (5.30)
            Compute \(\mathbf{g}_{\mathbf{Q}}, \mathbf{H}_{\mathbf{Q}}\) and \(\boldsymbol{\Omega}_{\mathbf{Q}}\) from Eq. (5.31)
            Use a solver to find the solution of Eq. (5.31)
            Update the flow \(\mathbf{u}_{\mathbf{k}}=\mathbf{u}_{\mathbf{k}}+\mathbf{d} \mathbf{u}\) and \(\mathbf{v}_{\mathbf{k}}=\mathbf{v}_{\mathbf{k}}+\mathbf{d} \mathbf{v}\)
            if \(l \neq 0\) then
                Compute the weights \(z_{i, j}^{i^{\prime}, j^{\prime}}\) defined in Eq. 5.33
            Apply a weighted median filter to \(\mathbf{u}_{\mathbf{k}}\) and \(\mathbf{v}_{\mathbf{k}}\) using the weights \(z_{i, j^{\prime}, j^{\prime}}^{i^{\prime}}\)
            end if
        end for
        end for
    end for
```


### 5.2 Advanced Data Terms

Several data representation techniques were considered for this study. In [109], it is proposed a tensorial representation of images in the HSL color space in order to enable the use of tensor theory in color dissimilarity computation. Another case studied is the structure tensor [110], which is a widely used matrix that summarizes local structure information derived from the image gradients. Finally, an image descriptor similar to the one proposed in 62] was also tested, since it is robust to illumination changes and is defined by a set of oriented gradients that are more general than the ones used for the structure tensor computation.

### 5.2.1 Color Tensor

The work of Rittner et al. [109] proposes a two-dimensional second-order tensor derived from the hue, saturation and luminance (HSL )color space. More specifically, if the tensor is symmetric, the eigenvalues are real and the eigenvectors are perpendicular [111]. Due to this property, this tensor can be univocally described by an ellipse. The eigenvectors of the tensor can be associated to the orientation of the ellipse, and the eigenvalues can be combined to define eccentricity and trace (also called sum) of the ellipse.

Those three properties (orientation, eccentricity, and trace) can intuitively be associated to colors in the HSL space. The hue, which has orientation information, defines the ellipse orientation. The saturation, which keeps information of the ratio of colors to determine the purity of a given color, can be associated with the eccentricity. The lightness, which defines the amount of brightness or energy in the color, has an association to the trace.

Alg. 11 defines the maps between RGB and HSL color spaces. Based on the relation between the HSL colors and the desired properties of the tensor, Alg. 12 defines the map from an RGB value to the color tensor.

## Examples

For grayscale images, the 3 RGB channels are equal, so the pixel value is $\left[\begin{array}{lll}C & C & C\end{array}\right]$. This color is represented in the HSL space as $\left[\begin{array}{lll}0 & 0 & C\end{array}\right]$ and is mapped to the tensorial space as:

$$
\left\{\begin{array}{c}
\theta=0  \tag{5.34}\\
\lambda_{1}=\lambda_{2}=C / 2 \\
\mathbf{R}=\left[\begin{array}{cc}
C / 2 & 0 \\
0 & C / 2
\end{array}\right]
\end{array}\right.
$$

A visualization of the equivalent tensors for several grayscale values can be seen in Fig 5.2

```
Algorithm 11 Color map from RGB to HSL.
    Input: RGB value \((R, G, B \in[0,1])\).
    Output: HSL value \((H, S, L \in[0,1])\).
    1: Compute \(C_{\text {max }}=\max (R, G, B)\)
    Compute \(C_{\min }=\min (R, G, B)\)
    Compute \(\Delta=C_{\max }-C_{\min }\)
    4: Hue calculation:
```

$$
H=\left\{\begin{array}{cc}
0, & \Delta=0 \\
\frac{1}{6}\left(\frac{G-B}{-\hat{A}}\right), & C_{\text {max }}=R, G>B \\
\frac{1}{6}\left(\frac{B-R}{\Delta}+2\right), & C_{\max }=G \\
\left.\frac{1}{6} \frac{R-G}{\Delta}+4\right), & C_{\max }=B \\
\frac{1}{6}\left(\frac{G-B}{\Delta}+6\right), & C_{\text {max }}=R, G<B
\end{array}\right.
$$

5: Lightness calculation:

$$
L=\left(C_{\max }+C_{\min }\right) / 2
$$

6: Saturation calculation:

$$
S=\left\{\begin{array}{cl}
0, & \Delta=0 \\
\frac{\Delta}{1-|2 L-1|}, & \Delta \neq 0
\end{array}\right.
$$

```
Algorithm 12 Map from the RGB color space to the color tensor of [109].
    Input: RGB value ( \(R, G, B \in[0,1]\) ).
    Output: Color tensor \(\mathrm{R}\left(R \in \mathbb{R}^{2 \times 2}\right)\).
1: Convert to the HSL space using Alg. 11
2: Compute \(\theta=\pi H\)
3: Compute \(\lambda_{1}=\frac{L}{2-S}\)
4: Compute \(\lambda_{2}=\frac{L(1-S)}{2-S}\)
5: Compute:
\[
\mathbf{V}=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]
\]
```

6: Compute:

$$
\mathbf{D}=\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right]
$$

7: Compute the color tensor:

$$
\mathbf{R}=\mathbf{V D V}^{T}
$$

Figure 5.2: Visualization of the tensorial representation [109] for several grayscale values. The tensor for each pixel is represented as an ellipse whose axes correspond to the two eigenvectors and the radius are given by the two eigenvalues.

An image that contains values for the red, blue, and green colors covering the range $0 \cdots 255$ is seen in Fig. 5.3. The corresponding tensorial representation is given by Fig. 5.4.


Figure 5.3: Example of color image obtained with the concatenation of four linear images. For each quadrant, $R$ and $G$ varies linearly in the range $0 \cdots 255$. The image in the top left has $B=0$, the one in the top right has $B=170$, the bottom left image has $B=85$ and the bottom right image has $B=255$

Based on Figs. 5.2 and 5.3, one can conclude that for values close to grayscale, the tensor has a structure that is almost isotropic (the ellipses are close to circles). The tensor for each pixel is represented as an ellipse whose axes correspond to the two eigenvectors and the radius are given by the two eigenvalues. Since for this range of values the hue component, which represents the dominant color, is not well defined, this isotropic behavior is desired since it means that for any orientation, which is defined by the hue, the resulting ellipse is almost the same.


Figure 5.4: Visualization of the tensorial representation [109] corresponding to Fig. 5.3. The tensor for each pixel is represented as an ellipse whose axes correspond to the two eigenvectors and the radius are given by the two eigenvalues.

However, this representation has the disadvantage that it can create tensors with null eigenvalues (one null eigenvalue if the saturation $S$ is 1 or two null eigenvalues if the lightness $L$ is 0 ), which makes it unfit to be used with any operation of matrix inversion. In addition, one can also see a fast transition in the tensor space when a color has a saturation close to one, which can be seen in the borders of the images. This behavior may create discontinuities, which makes the optical flow algorithm more prone to errors due to the linearizations and estimation of derivatives performed in the algorithm.

### 5.2.2 Proposed Color tensor

In order to prevent the equivalent color tensor from ever having null eigenvalues, the previous map was altered. First, a small offset $\varepsilon$ was included to prevent a null eigenvalue in the cases of a lightness $L$ close to 0 . Then, we also define the map using a correction value $M$ in place of the saturation, to handle some discontinuities in the extremum values (saturation close to 0 and 1). Finally, a constant $K$ was included to prevent the cases where a value of $M$ creates a null eigenvalue. The proposed map is defined in Alg. 13 .

```
Algorithm 13 Map from the RGB color space to the proposed color tensor.
    Input: RGB value \((R, G, B \in[0,1])\).
    Output: Color tensor \(\mathrm{R}\left(R \in \mathbb{R}^{2 \times 2}\right)\).
    Convert to the HSL space using Alg. 11
    Compute \(M=K L(1-L) S, \quad 0<K<4\)
    Compute \(\theta=\pi H\)
    Compute \(\lambda_{1}=\frac{L+\varepsilon}{2-M}\)
    Compute \(\lambda_{2}=\frac{(L+\varepsilon)(1-M)}{2-M}\)
    Compute:
\[
\mathbf{V}=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]
\]
```

7: Compute:

$$
\mathbf{D}=\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right]
$$

8: Compute the color tensor:

$$
\mathbf{R}=\mathbf{V D V}^{T}
$$

## Examples

Examples for the tensorial representation of grayscale and color images can be seen, respectively, in Figs. 5.5 and 5.6. The proposed map keeps the same advantages of the previous one, but also circumvents the cases where a tensor with a null eigenvalue could be created.

Figure 5.5: Visualization of the proposed tensorial representation for several grayscale values. The tensor for each pixel is represented as an ellipse whose axes correspond to the two eigenvectors and the radius are given by the two eigenvalues.


Figure 5.6: Visualization of the proposed tensorial representation corresponding to Fig. 5.3. The tensor for each pixel is represented as an ellipse whose axes correspond to the two eigenvectors and the radius are given by the two eigenvalues.

### 5.2.3 Structure Tensor

Image structure tensor is a matrix that contains information about the local statistics of the first-order intensity distribution. It is defined as:

$$
\mathbf{S}(i, j)=\left[\begin{array}{cc}
{\left[W * I_{x}^{2}\right](i, j)} & {\left[W * I_{x} I_{y}\right](i, j)}  \tag{5.35}\\
{\left[W * I_{x} I_{y}\right](i, j)} & {\left[W * I_{y}^{2}\right](i, j)}
\end{array}\right],
$$

where $W$ is a smoothing window and $*$ is a two-dimensional convolution.
The advantage of this representation is that it is able to identify simple geometrical structures, based on the eigenvalues $\lambda_{1}$ and $\lambda_{2}$, which also provides an interpretation of the matrix as an ellipse. Edges and dominant orientations are denoted by the cases where $\lambda_{1} \gg \lambda_{2}$, which have a physical interpretation as ellipses
with high eccentricity, and the dominant orientation is associated to the eigenvector corresponding to $\lambda_{1}$. Corners are identified by the regions with $\lambda_{1}, \lambda_{2} \gg 0$ and $\lambda_{1} \approx \lambda_{2}$, that is, when the ellipses are close to isotropic and sufficiently large. Smooth or untextured regions appear when $\lambda_{1}, \lambda_{2} \approx 0$.

In Fig. 5.7, a patch of the Venus image contained in the Middlebury 112 training dataset (see Section 5.4.1) is highlighted. It contains flat regions and edges in different orientations. Fig. 5.8 shows the corresponding image where each pixel is replaced by its structure tensor. Each tensor is represented as an ellipse whose axes correspond to the two eigenvectors and the radii are given by the two eigenvalues. One should notice that the ellipses tend to be thinner in the borders, where the gradients have a similar orientation.


Figure 5.7: Patch from the image Venus in the Middlebury [112] training dataset (see Section 5.4.1).

### 5.2.4 ROF-NND Image Descriptor

An image descriptor that presents several illumination invariances was described in [62]. It divides the image in patches and defines a set of displacements based on the patch size. Each component of the $k$-th image descriptor for each pixel $\mathbf{x}$ is defined as:

$$
\begin{equation*}
C_{\mathcal{P}_{k}}(i, j)=\sum_{i^{\prime}, j^{\prime} \in \mathcal{W}}\left(I\left(i^{\prime}, j^{\prime}\right)-I\left(i^{\prime}+i_{k}, j^{\prime}+j_{k}\right)\right)^{2}, \tag{5.36}
\end{equation*}
$$

which represents a comparison between the patch $\mathcal{W}$ centered on $(i, j)$, the current pixel, and the patch $\mathcal{P}_{k}$ centered on $\left(i+i_{k}, j+j_{k}\right)$. The different patches $\mathcal{P}_{k}$ represent all the patches centered on a pixel contained on $\mathcal{W}$ other than $(i, j)$. Therefore, the number of possible displacements $\left(i_{k}, j_{k}\right)$, and consequently the number of compo-


Figure 5.8: Visualization of the structure tensor image corresponding to Fig. 5.7. The tensor for each pixel is represented as an ellipse whose axes correspond to the two eigenvectors and the radii are given by the two eigenvalues.
nents for this descriptor, is given by the amount of pixels inside $\mathcal{W}$ minus one (for example, for $3 \times 3$ patches a descriptor with eight components is created, with displacements $\left.\left(i_{k}, j_{k}\right) \in[(-1,1),(0,1),(1,1),(-1,0),(1,0),(-1,-1),(0,-1),(1,-1)]\right)$. This procedure is exemplified in Fig. 5.9.


Figure 5.9: Image descriptor as described in [62]. A patch $\mathcal{W}$ is centered in each pixel, and compared to the patches $\mathcal{P}_{k}$.

One should notice that each descriptor represents information analogous to a directional gradient. The comparison tends to yield a higher value for $C_{\mathcal{P}_{k}}$ if, in the direction pointed by $\left(i_{k}, j_{k}\right)$, there is a higher intensity variation. If the patches are similar, there is almost no variation in the direction of $\left(i_{k}, j_{k}\right)$ and $C_{\mathcal{P}_{k}}$ has a lower value.

In order to make this descriptor robust to illumination changes, a normalization
is applied and the descriptor is mapped as

$$
\begin{equation*}
C_{\mathcal{P}_{k}}^{\prime}(i, j)=\exp \left(\frac{-C_{\mathcal{P}_{k}}(i, j)}{\sigma_{x}^{2}(i, j)}\right), \tag{5.37}
\end{equation*}
$$

where $\sigma_{x}$ is a measure of the local variation defined as the mean of the descriptors computed with a displacement of one pixel in the horizontal and vertical directions, that is

$$
\begin{equation*}
\sigma_{x}^{2}(i, j)=\frac{1}{4} \sum_{k=1}^{4} C_{\mathcal{P}_{k}}(i, j)=\frac{1}{4} \sum_{k=1}^{4} \sum_{i^{\prime}, j^{\prime} \in \mathcal{W}}\left(I\left(i^{\prime}, j^{\prime}\right)-I\left(i^{\prime}+i_{k}, j^{\prime}+j_{k}\right)\right)^{2} . \tag{5.38}
\end{equation*}
$$

In Fig. 5.10 two descriptors obtained from Fig. 5.7 are shown. One can see that each component keeps a different piece of information with respect to the image intensity variation in different directions.


Figure 5.10: Visualization of two components of the descriptor image corresponding to Fig. 5.7. One can see that each component highlights different information in the image.

### 5.2.5 Proposed Image Descriptor

A few modifications were proposed in order to reduce the dimensionality, to adapt to the tensorial framework, and to improve its performance. From Fig. 5.9 and Eq. (5.37), one can see that there is a redundancy in the computation of the descriptors. The result of Eq. (5.37) for a patch $\mathcal{W}$ centered on $(i, j)$ and a patch $C_{\mathcal{P}_{k}}$ obtained with a displacement of $\left(i_{k}, j_{k}\right)$ is the same as the result obtained for a patch $\mathcal{W}$ centered on $\left(i+i_{k}, j+j_{k}\right)$ and a patch $C_{\mathcal{P}_{w}}$ obtained with a displacement of $\left(i_{w}, j_{w}\right)=\left(-i_{k},-j_{k}\right)$. We reduce to half the number of descriptors by merging the redundant descriptors as

$$
\begin{equation*}
\hat{C}_{\mathcal{P}_{k}}=\frac{C_{\mathcal{P}_{k}}+C_{\mathcal{P}_{N / 2+k}}}{2} . \tag{5.39}
\end{equation*}
$$

We also extend this definition to define an SPD matrix similar to a structure tensor. One can see a similarity between Eq. (5.36) and Eq. (5.35), with the sum along the patch acting as the spatial integration given by the convolution with $W$, and the term $\left(I\left(i^{\prime}, j^{\prime}\right)-I\left(i^{\prime}+i_{k}, j^{\prime}+j_{k}\right)\right)^{2}$ being similar to the elements $I_{x}^{2}, I_{y}^{2}$ in the structure tensor definition. For this reason, we define a structure tensor based on this descriptor information as

$$
\mathbf{S}(i, j)=\left[\begin{array}{cccc}
\hat{C}_{\mathcal{P}_{1}}(i, j) & \hat{C}_{1,2}(i, j) & \hat{C}_{1,3}(i, j) & \hat{C}_{1,4}(i, j)  \tag{5.40}\\
\hat{C}_{1,2}(i, j) & \hat{C}_{\mathcal{P}_{2}}(i, j) & \hat{C}_{2,3}(i, j) & \hat{C}_{2,4}(i, j) \\
\hat{C}_{1,3}(i, j) & \hat{C}_{2,3}(i, j) & \hat{C}_{\mathcal{P}_{3}}(i, j) & \hat{C}_{3,4}(i, j) \\
\hat{C}_{1,4}(i, j) & \hat{C}_{2,4}(i, j) & \hat{C}_{3,4}(i, j) & \hat{C}_{\mathcal{P}_{4}}(i, j)
\end{array}\right],
$$

where $\hat{C}_{a, b}(i, j)$ is a generalization of Eq. (5.36) to generate the cross-term

$$
\begin{equation*}
\hat{C}_{a, b}(i, j)=\sum_{i^{\prime}, j^{\prime} \in \mathcal{W}}\left(I\left(i^{\prime}, j^{\prime}\right)-I\left(i^{\prime}+i_{a}, j^{\prime}+j_{a}\right)\right)\left(I\left(i^{\prime}, j^{\prime}\right)-I\left(i^{\prime}+i_{b}, j^{\prime}+j_{b}\right)\right) . \tag{5.41}
\end{equation*}
$$

For this tensor, we use a different normalization step. Instead of performing the normalization given by Eq. (5.37) for each component, we compute the structure tensor and normalize it using the trace such that

$$
\begin{equation*}
\hat{\mathbf{S}}(i, j)=\mathbf{S}(i, j) / \operatorname{trace}(\mathbf{S}(i, j)) \tag{5.42}
\end{equation*}
$$

### 5.3 Optical Flow for Tensor-valued Images

In this section we extend the algorithms shown in Section 5.1.1 to operate on tensorvalued images, such as the case when the color tensor described in Section 5.2.1 or the structure tensor described in Section 5.2 .3 are used for the optical flow computation. Considering the case of tensor-valued images $\mathbf{R}_{\mathbf{1}}$ and $\mathbf{R}_{\mathbf{2}}$, we define the data term as

$$
\begin{equation*}
E_{D}(i, j)=d^{2}\left(\mathbf{R}_{\mathbf{2}}(i, j), \mathbf{R}_{\mathbf{2}}\left(i+u_{k}(i, j)+d u(i, j), j+v_{k}(i, j)+d v(i, j)\right),\right. \tag{5.43}
\end{equation*}
$$

where $d(\mathbf{A}, \mathbf{B})$ is a metric to compute the similarity between two tensors (note that we are still not considering the use of a non-linear penalty function in the algorithm). Among the similarity metrics, one can cite the Frobenius norm proposed in 113, 114:

$$
\begin{equation*}
d^{2}(i, j)=\left\|\mathbf{R}_{\mathbf{1}}(i, j)-\mathbf{R}_{\mathbf{2}}\left(i+u_{k}+d u, j+v_{k}+d v\right)\right\|_{F}^{2}, \tag{5.44}
\end{equation*}
$$

and the Riemannian distance proposed in [115, 116]:

$$
\begin{equation*}
d^{2}(i, j)=\left\|\log \left(\mathbf{R}_{\mathbf{1}}^{-1}(i, j) \mathbf{R}_{\mathbf{2}}\left(i+u_{k}+d u, j+v_{k}+d v\right)\right)\right\|_{F}^{2} \tag{5.45}
\end{equation*}
$$

In order to optimize this function, we employ a Gauss-Newton framework. Considering the function $d\left(i, j, u_{k}, v_{k}, d u, d v\right)$, for each iteration we find the update $d u, d v$ that minimizes the cost function, which requires the following linearization for the function $d$ :

$$
\begin{align*}
d\left(i, j, u_{k}, v_{k}, d u, d v\right) \approx & d\left(i, j, u_{k}, v_{k}, 0,0\right)+\left.\frac{\partial}{\partial d u} d\left(i, j, u_{k}, v_{k}, d u, d v\right)\right|_{d u=0} d u \\
& +\left.\frac{\partial}{\partial d u} d\left(i, j, u_{k}, v_{k}, d u, d v\right)\right|_{d v=0} d v \tag{5.46}
\end{align*}
$$

where the term $d\left(i, j, u_{k}, v_{k}, 0,0\right)$ is equivalent to the term $I_{t}(i, j)=I_{1}(i, j)-$ $I_{2}\left(i+u_{k}(i, j), j+v_{k}(i, j)\right)$ in the algorithm described in Section 5.1.1. The term $\frac{\partial}{\partial d u} d\left(i, j, u_{k}, v_{k}, d u, d v\right)$ is similar to the image gradient $I_{2 x}$, and can be estimated with finite differences, for example, with the following equation (and analogous for $d v$ and $I_{2 y}$ ):

$$
\begin{align*}
& \left.\frac{\partial}{\partial d u} d\left(i, j, u_{k}, v_{k}, d u, d v\right)\right|_{d u=0}= \\
& \quad \frac{1}{2}\left(d\left(i+1, j, u_{k}, v_{k}, 0,0\right)-d\left(i-1, j, u_{k}, v_{k}, 0,0\right)\right) . \tag{5.47}
\end{align*}
$$

The remaining of the algorithm is similar to the ones developed in Section 5.1.1. If one performs the same development, Eqs. (5.48) and (5.49) are replaced by:

$$
\mathbf{b}=\left[\begin{array}{c}
R_{t}(1,1)  \tag{5.48}\\
\vdots \\
R_{t}(M, N)
\end{array}\right]_{T \times 1},
$$

and

$$
\mathbf{J}=\left[\begin{array}{cccccc}
R_{x}(1,1) & & 0 & R_{y}(1,1) & & 0  \tag{5.49}\\
& \ddots & & & \ddots & \\
0 & & R_{x}(M, N) & 0 & & R_{y}(M, N)
\end{array}\right]_{T \times 2 T}
$$

where

$$
\begin{gather*}
R_{t}(i, j)=d\left(i, j, u_{k}, v_{k}, 0,0\right)  \tag{5.50}\\
R_{x}(i, j)=\left.\frac{\partial}{\partial d u} d\left(i, j, u_{k}, v_{k}, d u, d v\right)\right|_{d u=0} \tag{5.51}
\end{gather*}
$$

and

$$
\begin{equation*}
R_{y}(i, j)=\left.\frac{\partial}{\partial d v} d\left(i, j, u_{k}, v_{k}, d u, d v\right)\right|_{d v=0} \tag{5.52}
\end{equation*}
$$

### 5.4 Experimental Results

The algorithms described in this chapter were tested. For this study, different data terms were compared. The results obtained with grayscale images, which are common in the literature, are compared to the ones obtained with the features defined in Section 5.2.

In addition, a common practice to gain robustness against illumination changes [52, 53] is to apply a Rudin-Osher-Fatemi (ROF) [117] structure texture decomposition method in the input images, which was also considered in the experiments that follow. For this decomposition, the structure component is obtained through an optimization procedure that estimates a denoised version of an image $I$ :

$$
\begin{equation*}
\hat{S}=\arg \min _{S}\|\nabla S\|_{1}+\lambda\|S-I\|_{2}^{2}, \tag{5.53}
\end{equation*}
$$

where $\hat{S}$ is the estimated structure component. The texture part is estimated as the image with the structure removed:

$$
\begin{equation*}
\hat{T}=I-\hat{S} . \tag{5.54}
\end{equation*}
$$

The pre-processed input image is defined as a linear combination of the texture and structure components:

$$
\begin{equation*}
\hat{I}=\frac{(k \hat{T}+\hat{S})}{k+1} \tag{5.55}
\end{equation*}
$$

where $k$ is defined as 20 according to [53].

### 5.4.1 Middlebury Dataset

The Middlebury dataset [112] is a widely used dataset to benchmark optical flow algorithms. It is composed of real videos captured in a controlled environment containing either a non-rigid motion or sequences adapted from stereo matching and synthetic images with a realistic scenario. For the real sequences, a hidden fluorescent texture was painted on the objects, and a tracking of those features provide ground truth for the motion field. The sequences are divided into two sets, the training set, for which the ground truth is provided, and the test set, which is used to create a rank among the methods since the ground truth is hidden. Two consecutive frames for the sequences from the training set are shown in Figs. 5.11 and 5.12. For these sequences, the motion between consecutive frames is at most


Figure 5.11: Sequences from the Middlebury training dataset - part 1. (a) and (b) Dimetrodon, frames 10 and 11. (c) and (d) Hydrangea, frames 10 and 11. (e) and (f) Grove2, frames 10 and 11. (g) and (h) Grove3, frames 10 and 11.


Figure 5.12: Sequences from the Middlebury training dataset - part 2. (a) and (b) Urban2, frames 10 and 11. (c) and (d) Urban3, frames 10 and 11. (e) and (f) RubberWhale, frames 10 and 11. (g) and (h) Venus, frames 10 and 11.
around 20 pixels, which is less than $10 \%$ of the image dimensions. However, in order for the linearization steps of the algorithms to still be valid, a multiscale approach may be necessary.

Several error metrics are evaluated, with the main ones being the average angular error (AAE) [118] and the average end-point error (EPE) [119]. The average angular error is computed by measuring for each pixel the angular distance between the ground truth and the estimated flow, while for the average endpoint error the Euclidian distance between ground truth and the estimated flow for each pixel is computed. In both cases, a mean value for the whole image is determined.

This database also defines a color-based coding for visualization of the flow fields. For each displacement vector, the orientation is assigned to a hue value and the magnitude is associated with a saturation value, and the corresponding RGB image is displayed. The ground truth for the motion between frames 10 and 11 of the sequences displayed in Figs. 5.11 and 5.12 is shown in Fig. 5.13 .

### 5.4.2 Quadratic Formulation

The optical flow algorithm depicted in Alg. 9 was analyzed. It uses a quadratic function in the data term and regularization term, being closer to the original formulation of Horn and Schunk.

For each case, the algorithms were tested in the Middlebury training sequences shown in Figs. 5.11 and 5.12 with several values for the regularization parameter $\lambda$ (see Eq. (5.2)), and the best result was selected.

In Tab. 5.1, one can see the results for the EPE between the flow obtained with each method from Sections 5.1, 5.2, 5.3, and the ground truth. The flow obtained for the sequence Grove2 using the various methods is displayed in Fig. 5.14. The methods based on brightness information, in addition to being simple, provide slightly better results than the other methods, which could be explained by the fact that they provide a significant amount of information without introducing further non-linearities.

### 5.4.3 Robust Function

In this section, the experiments from Section 5.4.2 were performed replacing the quadratic term by a non-quadratic function in the optical flow algorithm, in this case, the Charbonier function [55, which is one of the most used penalty functions in the optical flow computation [50]. For this experiment, Alg. 10 was used (see Section 5.1.2), however, the weighted median filter (steps 14-17) was removed and replaced with the simple median filter used in the steps 12-14 of Alg. 9. For this


Figure 5.13: Ground truth for the sequences from the Middlebury training dataset. The motion field is coded into an RGB image by mapping, for each pixel, the orientation of the motion vector for that pixel to the hue of the color, and the magnitude of the motion vector to the saturation of the color, according to [112].
(a) Dimetrodon. (b) Hydrangea. (c) Grove2. (d) Grove3. (e) Urban2. (f) Urban3. (g) RubberWhale. (h) Venus.

Table 5.1: Average end-point error (EPE) on the Middlebury training dataset for different data terms and a quadratic penalty function. 1- Dimetrodon. 2- Grove2. 3- Grove3. 4- Hydrangea. 5- RubberWhale. 6- Urban2. 7- Urban3. 8- Venus.

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Brightness (Section 5.1) | 0.24 | 0.19 | 0.63 | 0.26 | 0.16 | 0.54 | 0.73 | 0.34 | 0.38 |
| Brightness with ROF decomposition (Eqs. (5.53), (5.54) and (5.55)) | 0.23 | 0.20 | 0.68 | 0.19 | 0.12 | 0.48 | 0.84 | 0.34 | 0.39 |
| $\begin{gathered} \text { Color tensor } \\ (\text { Section } 5.2 .1) \end{gathered}$ | 0.17 | 0.22 | 0.70 | 0.22 | 0.18 | 0.66 | 0.83 | 0.55 | 0.44 |
| Proposed color tensor (Section 5.2 .2 ) | 0.16 | 0.19 | 0.64 | 0.24 | 0.17 | 0.44 | 0.75 | 0.49 | 0.39 |
| Structure tensor <br> (Section 5.2.3) | 0.30 | 0.39 | 0.94 | 0.31 | 0.19 | 1.27 | 1.34 | 0.48 | 0.65 |
| Image descriptor (Section 5.2.4) | 0.28 | 0.32 | 0.81 | 0.21 | 0.15 | 0.60 | 1.10 | 0.37 | 0.48 |
| Proposed image descriptor (Section 5.2.5) | 0.30 | 0.30 | 0.80 | 0.21 | 0.16 | 0.59 | 0.95 | 0.40 | 0.46 |
| Structure Tensor derived from image descriptor (Section 5.2.5) | 0.31 | 0.31 | 0.82 | 0.22 | 0.17 | 0.58 | 0.90 | 0.42 | 0.46 |

algorithm, it was also required to configure the parameter $\lambda$. To this end, several values were tested and the best result for each case was selected.

Tab. 5.2 shows the results obtained with the version of the algorithm using the Charbonnier penalty and the flow obtained for the Grove2 sequence is shown in Fig. 5.15. One can notice that all methods benefit from having the Charbonnier penalty, and the results are consistently better than the ones seen in Tab. 5.1. For this case, the methods based on brightness information yield once again the best results.

### 5.4.4 Improved Regularization

This section shows results for the same set of experiments performed in Section 5.4.3, replacing the median filter used in the steps 12-14 of Alg. 9 by the weighted median filter (Eq. 5.32), therefore using the improved algorithm defined in Alg. 10. This should in principle generate an optical flow algorithm capable of handling occlusions and outliers, due to the robust function, and a regularisation able to simultaneously adapt the smoothing effect according to the image content, due to the non-local weighted term, and the flow contrast, due to the robust function.


Figure 5.14: Example of the optical flow computation for the image Grove2 in the Middlebury database using a quadratic penalty function. (a) Ground truth. Results obtained with them methods based on: (b) brightness (c) brightness with ROF decomposition, (d) color tensor, (e) proposed color tensor, (f) structure tensor, (g) image descriptor, (h) proposed image descriptor, (i) structure tensor derived from the image descriptor.

In Tab. 5.3 one can see the results obtained for each method, and an example of the flow obtained for the sequence Grove2 is shown in Fig. 5.16. For this case, the methods based on the brightness information are once again better than the other methods, but now with less intensity. However, they have the drawback of not being robust to some forms of illumination changes, which will be demonstrated through in the experiments in the following subsections.

It is also important to notice from the summary in Tab. 5.4 that the proposed modifications consistently yield slight improvements in relation to the original ones. For the one based on the color tensor, the proposed modifications reduce the nonlinearities of the color maps, which tends to reduce the errors due to the performed linearizations. For the one based on image descriptors, the proposed modifications

Table 5.2: Average end-point error (EPE) on the Middlebury training dataset for different data terms using the Charbonnier penalty [55]. 1- Dimetrodon. 2- Grove2. 3- Grove3. 4- Hydrangea. 5- RubberWhale. 6- Urban2. 7- Urban3. 8- Venus.

|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Brightness <br> (Section 5.1) | 0.17 | 0.15 | 0.58 | 0.21 | 0.14 | 0.36 | 0.43 | 0.26 | $\mathbf{0 . 2 9}$ |
| Brightness with <br> ROF decomposition <br> (Eqs. (5.53), (5.54) <br> and (5.55)) | 0.15 | 0.16 | 0.64 | 0.16 | 0.09 | 0.34 | 0.55 | 0.28 | $\mathbf{0 . 3 0}$ |
| Color tensor <br> (Section 5.2.1) | 0.15 | 0.17 | 0.61 | 0.18 | 0.13 | 0.51 | 0.55 | 0.45 | $\mathbf{0 . 3 4}$ |
| Proposed <br> color tensor <br> (Section 5.2.2) | 0.13 | 0.15 | 0.57 | 0.22 | 0.14 | 0.39 | 0.51 | 0.36 | $\mathbf{0 . 3 1}$ |
| Structure tensor <br> (Section 5.2.3) | 0.17 | 0.28 | 0.86 | 0.24 | 0.14 | 1.05 | 1.10 | 0.40 | $\mathbf{0 . 5 3}$ |
| Image descriptor <br> (Section 5.2.4) | 0.20 | 0.27 | 0.78 | 0.18 | 0.12 | 0.45 | 0.83 | 0.28 | $\mathbf{0 . 3 9}$ |
| Proposed <br> image descriptor <br> (Section 5.2.5) | 0.21 | 0.23 | 0.71 | 0.17 | 0.10 | 0.44 | 0.74 | 0.29 | $\mathbf{0 . 3 6}$ |
| Structure Tensor <br> derived from <br> image descriptor <br> (Section 5.2.5) | 0.19 | 0.25 | 0.78 | 0.17 | 0.12 | 0.44 | 0.62 | 0.29 | $\mathbf{0 . 3 6}$ |

reduce the redundancy in the components of the descriptor and provide them with more information, which tends to improve its results.

### 5.4.5 Illumination

In order to evaluate the influence of illumination changes, we simulate illumination changes as proposed in [61, 120]. For each image pair, the intensities from the second image are transformed as follows:

$$
\begin{equation*}
\hat{I}_{2}=255 m\left(\frac{I_{2}}{255}\right)^{\gamma}+a, \tag{5.56}
\end{equation*}
$$

where the parameter $m$ represents a multiplicative term, the parameter $a$ represents an additive term, and the parameter $\gamma$ represents a gamma correction. Fig. 5.17 shows the impact of each of these three perturbations in the final image.

In this experiment, we vary the values of $m, a$ and $\gamma$, and test the performance of the flow estimation. It was noticed that only the information based on the image descriptor are robust to all three types of illumination changes, and the algorithms based on the structure tensor and the brightness using ROF decomposition present


Figure 5.15: Example of the optical flow computation for the image Grove2 in the Middlebury database using the Charbonnier penalty [55]. (a) Ground truth. Results obtained with the methods based on: (b) brightness (c) brightness with ROF decomposition, (d) color tensor, (e) proposed color tensor, (f) structure tensor, (g) image descriptor, (h) proposed image descriptor, (i) structure tensor derived from the image descriptor.
robustness to some of the changes. In Figs. 5.18 to 5.20, we omit the results for the algorithm using brightness information and the color tensor, since they do not show any robustness to illumination changes.

In Fig. 5.18, one can see the EPE obtained when including an additive term in one of the images. The methods have shown strong robustness to it, since it is easier to compensate the difference in the mean values of the images. The method based on the ROF decomposition starts to fail from a given brightness threshold. As can be seen from Eqs. (5.53), (5.54) and (5.55), this method decomposes the image into a component of texture, which only contains high frequency content and should be immune to the additive term, and a component of structure, which is similar to a denoised version of the image, and therefore contains the additive term. The

Table 5.3: Average end-point error (EPE) on the Middlebury training dataset for different data terms using the Charbonnier penalty [55] and the improved regularization of [50]. 1- Dimetrodon. 2- Grove2. 3- Grove3. 4- Hydrangea. 5- RubberWhale. 6- Urban2. 7- Urban3. 8- Venus.

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Brightness (Section 5.1) | 0.16 | 0.10 | 0.40 | 0.21 | 0.12 | 0.23 | 0.30 | 0.22 | 0.22 |
| Brightness with ROF decomposition (Eqs. (5.53), (5.54) and (5.55)) | 0.13 | 0.10 | 0.47 | 0.15 | 0.07 | 0.22 | 0.38 | 0.24 | 0.22 |
| $\begin{aligned} & \text { Color tensor } \\ & (\text { Section 5.2.1) } \end{aligned}$ | 0.14 | 0.12 | 0.47 | 0.18 | 0.12 | 0.40 | 0.45 | 0.47 | 0.29 |
| $\begin{gathered} \text { Proposed } \\ \text { color tensor } \\ \text { (Section } 5.2 .2 \text { ) } \end{gathered}$ | 0.14 | 0.13 | 0.42 | 0.22 | 0.14 | 0.31 | 0.42 | 0.43 | 0.28 |
| Structure tensor (Section 5.2.3) | 0.16 | 0.24 | 0.78 | 0.21 | 0.13 | 0.56 | 0.95 | 0.35 | 0.42 |
| Image descriptor (Section 5.2.4) | 0.16 | 0.20 | 0.67 | 0.18 | 0.10 | 0.32 | 0.74 | 0.24 | 0.33 |
| Proposed image descriptor (Section 5.2.5) | 0.16 | 0.18 | 0.62 | 0.17 | 0.09 | 0.33 | 0.58 | 0.24 | 0.30 |
| Structure Tensor derived from image descriptor (Section 5.2.5) | 0.16 | 0.18 | 0.61 | 0.16 | 0.10 | 0.32 | 0.50 | 0.24 | 0.28 |

image used in the algorithm is a combination of the structure and texture images, therefore it is still influenced by the additive term, which is the reason why the algorithm starts to fail for a high value of $a$. The other methods use information based on image gradients in the algorithms, therefore it is expected that they should be immune to this type of illumination changes. The fluctuation in the curves are caused by the gradients of the image borders.

Fig. 5.19 shows the results when a multiplicative term is applied to one of the images. For this case, only the descriptor-based methods show EPEs that are robust to this parameter. This behavior is due to the fact that they include a normalization step (Eqs. 5.37) and (5.42), which is responsible for removing the multiplicative term. The curves for the ROF decomposition and the structure tensor show that they do not present any robustness to this effect, since the error increases drastically for any value of $m$ different than 1 (which represents the result shown in Tab. 5.3).

The results obtained with the inclusion of a gamma correction in one of the images is depicted in Fig. 5.20. Once again, the descriptor-based methods are the only ones with some level of robustness to this effect. The EPE for the methods based on the ROF decomposition and the structure tensor increases for values of $\gamma$

Table 5.4: Average end-point error (EPE) on the Middlebury training dataset summarizing the results from Tabs 5.1, 5.2, and 5.3.

|  | Quadratic function | Robust function | $\begin{gathered} \text { Improved } \\ \text { regularization } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Brightness (Section 5.1) | 0.38 | 0.29 | 0.22 |
| Brightness with ROF decomposition (Eqs. (5.53), (5.54) and (5.55)) | 0.39 | 0.30 | 0.22 |
| $\begin{gathered} \text { Color tensor } \\ \text { (Section } 5.2 .1 \text { ) } \end{gathered}$ | 0.44 | 0.34 | 0.29 |
| Proposed color tensor (Section 5.2.2) | 0.39 | 0.31 | 0.28 |
| Structure tensor <br> (Section 5.2.3) | 0.65 | 0.53 | 0.42 |
| Image descriptor (Section 5.2.4) | 0.48 | 0.39 | 0.33 |
| Proposed image descriptor (Section 5.2.5) | 0.46 | 0.36 | 0.30 |
| Structure Tensor derived from image descriptor (Section 5.2.5) | 0.46 | 0.36 | 0.28 |

different than 1 (where the result for $\gamma=1$ is the same as the one shown in Tab. 5.3).

### 5.4.6 Results on VDAO Database and DORIS Videos

The performance of the studied methods was analyzed in a real application. In the object detection framework such as the one embedded in the DORIS system (see Section 1.2.1), it is often necessary to perform a spatial alignment, whether to align frames from synchronized videos, whether to align frames from the same video.

In this section, we analyze the performance of the optical flow algorithm in the alignment of synchronized videos. Two possible problems can appear, as described in Section 3.4.3. The camera can shake between different recordings, creating differences in the camera field of view, shown in Fig. 3.4. Another common problem is the recording at different times of the day, which creates a difference in the illumination, as seen in Fig. 3.5. This shows the importance of defining illumination-robust methods.

We assess the optical flow algorithms by using them to align the pairs of images given by Figs. 3.4 and 3.5. We report results only for the methods that provided the


Figure 5.16: Example of the optical flow computation for the image Grove2 in the Middlebury database using the Charbonnier penalty [55] and the improved regularization of [50]. (a) Ground truth. Results obtained with the methods based on: (b) brightness (c) brightness with ROF decomposition, (d) color tensor, (e) proposed color tensor, (f) structure tensor, (g) image descriptor, (h) proposed image descriptor, (i) structure tensor derived from the image descriptor.
best results for each approach, that is, we omit the ones based on the original color tensor and the original image descriptor. However, for these sequences, since there is no ground truth available, we can only measure the alignment error. After the flow computation, we warp the second image using the motion field, which compensates the displacement for each pixel and makes the resulting image similar to the first image. We perform a qualitative evaluation of the obtained motion field and the warped image, and them compute the mean square error (MSE) and structural similarity (SSIM) between the first image and the warped second image, removing the image borders. These objective metrics are not ideal, since they do not take into account the influence of occlusions, interpolation errors or difference of illumination, but can give a hint about the algorithm behavior.


Figure 5.17: Example of illumination changes applied in the second image of the Grove2 pair. (a) Original image. (b) Multiplicative term. (c) Additive term. (d) Gamma correction.


Figure 5.18: EPE for the optical flow algorithms with the inclusion of an additive term in one of the images.

Fig. 5.21 shows the estimated motion field for the images from the DORIS system with illumination changes. The flow is coded using the definition given in Subsection 5.4.1. For this pair of images, there is a small horizontal displacement, therefore


Figure 5.19: EPE for the optical flow algorithms with the inclusion of a multiplicative term in one of the images.


Figure 5.20: EPE for the optical flow algorithms with the inclusion of a gamma correction in one of the images.
it is expected that the flow for the whole image has the same horizontal orientation with a magnitude proportional to the scene depth, which translates to this color coding as a blue image with different levels of saturation.

One can notice that in Figs. 5.21 (c)-(f) the estimated flow seems influenced by the difference of illumination in images. In the region where there is a difference of illumination in the lawn, the estimated flow has a different orientation (the color changes to purple or red) and a much higher magnitude (the color is highly saturated when compared to the pixels outside this region).

Comparing the results to the warped images shown in Fig. 5.22, one can conclude that the algorithm tries to compensate the motion of the shaded region, filling the lawn with illuminated pixels from outside the lawn. On the other hand, the results from Figs. 5.21 (g) and (h), using the descriptors-based methods, show a motion that is more coherent, as expected, with little or no influence of the difference in illumination.

However, for the methods influenced by the illumination pattern, the error between the first image and the warped second image, shown in Tab. 5.5, is smaller. Even if they find a wrong displacement, they still create a warped image more similar to the first image in terms of magnitude.

Fig. 5.23 presents the motion field for the example of the VDAO database that shows a frame mismatch. In this example, since there is no evident difference in the lighting conditions, all methods have a similar performance, with the methods based on the brightness information apparently having a result that seems less corrupted by noise. The methods based on the structure tensor and the image descriptor, which use information related to the image gradients, seem to be more prone to errors in the borders, where the estimation of the image gradients is less precise.

However, one can notice that for the first image in Fig. 5.24(a) there is a small light source reflecting in pipes in the upper left section, which makes some methods fail to compute the flow in this region. Only the algorithms based on the image descriptor seems to be immune to this effect, and the method based on the structure tensor shows some reduction upon this effect. In Tab. 5.5, one can also see that the approach based on the structure tensor provides the lowest MSE, which is due to the fact that in this region with reflection in the upper right, the algorithm fills the pixels with a gray color that is closer to the light pattern.

Figs. 5.25 and 5.26 show an additional experiment containing frames from the VDAO database with a pipe partially occluding the scene. All methods completely fail in the occluded region, which is somewhat expected. The methods based on the image descriptor seem to be more influenced by the occlusion created by fast moving objects, since in Figs. 5.26 (g) and (h) they fail to represent the moving pipe.

### 5.5 Summary

This chapter discussed the spatial alignment of images using the optical flow algorithm. The basic composition of the algorithm was presented and several variations were tested. The results showed that the traditional methods have a better performance with images without illumination changes, which is a problem that appears in the applications studied in this thesis. Modifications to some of the algorithms were proposed, and the results demonstrate that they provide a small increase in

Table 5.5: Alignment error for the examples given in Figs. 5.22, 5.24 and 5.26 for several methods. For each case, the motion field between two images is computed, the second image is warped to match the first and the MSE and SSIM metrics between the first image and the warped second image are computed, excluding the image borders.

|  | Light |  | Mismatch |  | Occlusion |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MSE ( $10^{3}$ ) | SSIM | MSE ( $10^{3}$ ) | SSIM | MSE (103) | SSIM |
| Brightness (Section 5.1) | 0.07 | 0.87 | 0.82 | 0.69 | 0.22 | 0.94 |
| Brightness with ROF decomposition (Eqs. 5.53), 5.54) and (5.55)) | 0.07 | 0.87 | 0.72 | 0.66 | 0.39 | 0.93 |
| $\begin{gathered} \text { Proposed } \\ \text { color tensor } \\ (\text { Section } 5.2 .2) \end{gathered}$ | 0.07 | 0.88 | 0.78 | 0.69 | 0.11 | 0.96 |
| $\begin{aligned} & \text { Structure tensor } \\ & \text { (Section 5.2.3) } \end{aligned}$ | 0.04 | 0.87 | 1.01 | 0.57 | 0.09 | 0.95 |
| Proposed image descriptor (Section 5.2.4) | 0.07 | 0.86 | 2.81 | 0.61 | 0.70 | 0.91 |
| Structure Tensor derived from image descriptor (Section 5.2.5) | 0.12 | 0.84 | 2.93 | 0.58 | 0.55 | 0.91 |

performance.
Some qualitative tests were performed in frames from the DORIS system, which showed that despite not having the best overall performance, the approach based on the proposed image descriptor provides results with more robustness to the illumination changes that occur during a day, which are inevitable for the intended application.

The next chapter studies another application of computer vision techniques to estimate the position of dark fringes acquired using the experiment described in Section 1.2.3, which can be used to estimate properties of a given material.


Figure 5.21: Example of the optical flow computation for two images with illumination changes in the DORIS system. In this part, there is a small displacement in the horizontal direction, so it is expected that the computed flow has the same orientation along the image, therefore should have be represented as an image with the same hue and different levels of saturation. (a) Original frame from the first sequence. (b) Original frame from the second sequence. Motion field obtained with: (c) brightness method, (d) brightness with ROF decomposition, (e) proposed color tensor, (f) structure tensor, (g) proposed image descriptor, (h) structure tensor derived from the image descriptor.


Figure 5.22: Example of the frame alignment for two images with illumination changes in the DORIS system. Using the estimated motion field shown in Fig. 5.21, one warps the image (b) to make it similar to the image (a). Warped images obtained with: (c) brightness method, (d) brightness with ROF decomposition, (e) proposed color tensor, (f) structure tensor, (g) proposed image descriptor, (h) structure tensor derived from the image descriptor.


Figure 5.23: Example of the optical flow computation for two images with a frame mismatch in the VDAO database. For these sequences, there is a small displacement in the horizontal direction, so it is expected that the computed flow has the same orientation along the image. However, due to the frame mismatch, the images are also rotated with respect to each other. (a) Original frame from the first sequence. (b) Original frame from the second sequence. Motion field obtained with: (c) brightness method, (d) brightness with ROF decomposition, (e) proposed color tensor, (f) structure tensor, (g) proposed image descriptor, (h) structure tensor derived from the image descriptor.


Figure 5.24: Example of the frame alignment for two images with a frame mismatch in the VDAO database. Using the estimated motion field shown in Fig. 5.23, one warps the image (b) to make it similar to the image (a). Warped images obtained with: (c) brightness method, (d) brightness with ROF decomposition, (e) proposed color tensor, (f) structure tensor, (g) proposed image descriptor, (h) structure tensor derived from the image descriptor.


Figure 5.25: Example of the optical flow computation for two images with a frame occlusion in the VDAO database. For these sequences, there is a small displacement in the horizontal direction, so it is expected that the computed flow has the same orientation along the image. However, there is a pipe close to the image position creating an occlusion of the background. (a) Original frame from the first sequence. (b) Original frame from the second sequence. Motion field obtained with: (c) brightness method, (d) brightness with ROF decomposition, (e) proposed color tensor, (f) structure tensor, (g) proposed image descriptor, (h) structure tensor derived from the image descriptor.


Figure 5.26: Example of the frame alignment for two images with a frame occlusion in the VDAO database.Using the estimated motion field shown in Fig. 5.23, one warps the image (b) to make it similar to the image (a). Warped images obtained with: (c) brightness method, (d) brightness with ROF decomposition, (e) proposed color tensor, (f) structure tensor, (g) proposed image descriptor, (h) structure tensor derived from the image descriptor.

## Chapter 6

## Polymer Characterization Using Mathematical Morphology

An interesting application to the detection of events is the experiment described in Section 1.2.3. In this application, a polymer flows inside a specific apparatus that induces a birefringence property on the fluid. With a camera placed at a proper location, it is possible to acquire images that show a pattern of light and dark fringes due to the birefringence property, and the understanding of this pattern provides information about the spatial evolution of the stress in the molten polymer. An example of an image acquired from this experiment can be seen in Fig. 6.1


Figure 6.1: Example of image obtained in a flow-induced birefringence experiment. For each dark fringe is associated a fringe order $k$, according to [88], marked as the white numbers.

The patterns of bright and dark fringes can be converted into the principal stress difference (PSD) profile, which is an important property to characterize the polymer, using the semi-empirical stress optical rule [18, 19, 87, 88, 121, 122]. Along the flow centerline, the PSD is equal to the first normal stress difference, that is

$$
\begin{equation*}
|P S D|=\left|\sigma_{11}-\sigma_{22}\right|=\left|\tau_{11}-\tau_{22}\right|=\frac{k \lambda}{|C| d}, \tag{6.1}
\end{equation*}
$$

where $\sigma_{11}$ and $\sigma_{22}$ are the first principal stress values, $\tau_{11}$ and $\tau_{22}$ are the first normal stress values, $C$ is the stress optical coefficient, $\lambda$ is the wavelength of the polarized light which hits the birefringent medium and $d$ is the anisotropic medium length.

The variable $k=0,1,2, \ldots$ is the fringe order and is represented as the white numbers in Fig. 6.1. Using Eq. (6.1) if the values of the parameters given by the experiment are known, the PSD profile along the centerline can be determined by knowing the relative retardation of the dark fringe order $k$, which is fixed for each experiment, and the position each fringe appears in the image, which must be estimated for each image. If one needs to assess the stress property on a large number of polymers under different conditions, it is imperative the development of methods capable of automatically identifying the occurrence of dark fringes in the images.

This work aims to present a novel approach using mathematical morphology techniques to identify the patterns of the dark fringes from the birefringence images presented in [88]. In addition, it also performs the automatic detection of the dark fringes centers, allowing the collection of measurements to be obtained in a faster and more accurate way. To introduce such methodology, the remaining of this paper is organized as follows: Section 6.1 describes techniques of mathematical morphology that were used for the development of the proposed algorithm. In Section 6.2, a step-by-step description of the fringe position detector based on mathematical morphology techniques is presented. Section 6.3 assesses the proposed methodology by comparing its results with the ones obtained with the GIMP software and with other methods adapted to the context of birefringence images [15, 18, 19, 88, 123].

### 6.1 Mathematical Morphology

Mathematical morphology is the study of the shape of spatial structures, often used to remove imperfections or identify patterns [124]. It provides tools to analyze the relationship between the pixel values of an image, considering their spatial ordering and a small template called structuring element. These interactions between an image and a structuring element are explored using two basic operations, namely erosion and dilation [125].

The erosion of an image $\mathbf{F}$ using an structuring element $\mathbf{B}$ can be defined as follows. One starts assuming that $\mathbf{F}$ and $\mathbf{B}$ exist in the same two-dimensional Euclidian space, where $\mathbf{F}$ is a grayscale image and $\mathbf{B}$ is a structuring element that is defined as a binary set.

The eroded value of $\mathbf{F}$ for each pixel $\mathbf{x}$ is the minimum intensity value inside the window delimited by the structuring element $\mathbf{B}$. If $\mathbf{b}$ is a translation belonging to the structuring element, the eroded image $\varepsilon_{\mathbf{B}}(\mathbf{F})$ is equal to:

$$
\begin{equation*}
\text { Erosion: }\left[\varepsilon_{\mathbf{B}}(\mathbf{F})\right](\mathbf{x})=\min _{\mathbf{b} \in \mathbf{B}} \mathbf{F}(\mathbf{x}+\mathbf{b}) . \tag{6.2}
\end{equation*}
$$

Similarly, the dilation operation of $\mathbf{F}$ by $\mathbf{B}$, which is the dual operation of the erosion, is defined for each pixel $\mathbf{x}$ as the maximum value of the image intensity value in the window defined by the structuring element $\mathbf{B}$, leading to:

$$
\begin{equation*}
\text { Dilation: }\left[\delta_{\mathbf{B}}(\mathbf{F})\right](\mathbf{x})=\max _{\mathbf{b} \in \mathbf{B}} \mathbf{F}(\mathbf{x}+\mathbf{b}) \tag{6.3}
\end{equation*}
$$

Examples of the erosion and dilation operations are despicted, respectively, in Figs. 6.2 (c) and 6.2(d), where it can be observed that the erosion shrinks the objects while the dilation enlarges them.

The erosion and dilation operations can be used to define more complex morphological operations, among which we can mention the opening and closing operations, widely used in morphological processing [125]. The opening consists of an erosion of $\mathbf{F}$ by the structuring element $\mathbf{B}$, followed by a dilation using the same structuring element. The following equation describes it:

$$
\begin{equation*}
\text { Opening: } \gamma_{\mathbf{B}}(\mathbf{F})=\delta_{\mathbf{B}}\left[\varepsilon_{\mathbf{B}}(\mathbf{F})\right] \text {. } \tag{6.4}
\end{equation*}
$$

The closing operation is the dual to the opening operation, and is performed by applying a dilation of $\mathbf{F}$ by the structuring element $\mathbf{B}$ followed by a erosion using the same structuring element. It is equivalent to applying the opening to the complement of the original image, and then taking the complement of the result, as shown in the following equation:

$$
\begin{equation*}
\text { Closing: } \phi_{\mathbf{B}}(\mathbf{F})=\varepsilon_{\mathbf{B}}\left[\delta_{\mathbf{B}}(\mathbf{F})\right] . \tag{6.5}
\end{equation*}
$$

Figs. 6.2(e) and 6.2(f) show, respectively, examples for the opening and closing operation. One can see that the opening removes the image tips while the dilation fills the image holes (which is equivalent to removing the tips on the complement of the image).

### 6.1.1 Geodesic Morphology

The basic morphology operations consider only an input image and compute its relation with a structuring element. Geodesic transformations [125] consider instead two input images: the original input image, called marker, and a second image which acts as a mask. A morphological transformation is applied to the marker image, using a simple structuring element. However, if for a given position the result is bigger or smaller than the mask, depending on the operation, it is set as the value of the mask.


Figure 6.2: Erosion, dilation, opening and closing operations. (a) Original image. (b) Structuring element defining a window for the maximum and minimum operations, consisting of one pixel to the left, the current pixel and one pixel to the right. (c) Erosion: The object is reduced. (d) Dilation: The object is enlarged in the borders. (e) Opening: The object tips are removed, making it smaller. (f) Closing: The object holes are filled, making it bigger. In (c)-(f), the solid lines represent the values of the original image before the morphological operations and the gray rectangles show the result after each operation.

A geodesic erosion of size 1 consists of a morphological erosion of a marker image $\mathbf{F}$ using an elementary isotropic structuring element $\mathbf{B}$, such as the one given by Fig. 6.2(b), followed by a pointwise maximum between the result and the mask G, as follows:

$$
\begin{equation*}
\text { Geodesic erosion: } \varepsilon_{G}^{(1)}(\mathbf{F})=\varepsilon^{(1)}(\mathbf{F}) \vee \mathbf{G}, \tag{6.6}
\end{equation*}
$$

where $a \vee b$ represents the maximum value between $a$ and $b$. This operation is despicted in Figs. 6.3(d) and 6.3(e), which show that the geodesic erosion uses the mask to limit the shrinkage effect caused by the erosion (see Fig. 6.2(c)).

A geodesic dilation of size 1 consists of a morphological dilation of a marker image $\mathbf{F}$ using an elementary structuring element $\mathbf{B}$, followed by a pointwise minimum between the result and the mask $\mathbf{G}$, as follows:

$$
\begin{equation*}
\text { Geodesic dilation: } \delta_{G}^{(1)}(\mathbf{F})=\delta^{(1)}(\mathbf{F}) \wedge \mathbf{G}, \tag{6.7}
\end{equation*}
$$

where $a \wedge b$ represents the minimum value between $a$ and $b$. An example of this operation is shown in Figs. 6.3(b) and 6.3(c), where one can see that, when compared to the dilation seen in Fig. 6.2(d), the geodesic dilation forces the dilation process to propagate the image only to regions delimited by the mask.

### 6.2 Processing of Birefringence Images Using Mathematical Morphology Techniques

In this chapter, we propose a method to automatically detect the dark fringes in the birefringence patterns, which is an improvement to the four-step approach that was introduced in [86]. This approach differs from other, more traditional, methods as it works strictly on the geometrical domain, avoiding the use of more complex tools that can also be more error-prone, such as frequency-domain techniques and transformations [74, 76, 84]. A block diagram summarizing the workflow of the proposed method is presented in Fig. 6.4. The first step consists of image enhancement that removes some of the image noise, providing a sharper version of the input image that allows a more precise detection in the subsequent steps. In the second step, the minima contours are detected through the application of the watershed [126] method, further detailed. A skeleton [127] of the dark fringes is created from the previous-step output and the center of the image, which is the region of interest for the fringe position detection, is selected in the third step. Finally, in step four, postprocessing is performed to increase the precision on the dark-fringe final detection. A detailed explanation of each of those steps is given in the subsections that follow.


Figure 6.3: Geodesic erosion and dilation operations. (a) Original image - marker image. (b) Mask image used in the geodesic erosion, whose values are given by the solid black lines. The gray rectangles show the marker image, for comparison. (c) Geodesic erosion: Erosion of the marker image. The mask prevents the decrease in the marker caused by the erosion. (d) Mask image used in the geodesic dilation, whose values are given by the solid black lines. The gray rectangles show the marker image, for comparison. (e) Geodesic dilation: Dilation of the marker image. The mask prevents the growth in the marker caused by the dilation.

### 6.2.1 Input Image Enhancement

To obtain an improved version of the image, thus improving the detection algorithm results, this section describes an image enhancement method that is applied in the proposed algorithm as a preprocessing step.


Figure 6.4: Block diagram of the proposed method.


Figure 6.5: Input image enhancement.

Due to a noisy acquisition process, the birefringence images often have a cracked appearance, as can be seen in Fig. 6.6. There it can be observed that neither their white nor their dark fringes are well defined, having many gaps that can connect consecutive dark fringes. They make the task of correctly identifying the fringes
positions very difficult for the image processing algorithms. One way to approach this problem is to apply some morphological operations on the input images as a preprocessing step (Fig. 6.5) that aims to highlight the fringe silhouettes, thus making the algorithms less prone to errors.


Figure 6.6: Highlight of the gaps of the fringes connecting consecutive dark and bright fringes. The dark regions have lower pixel values whereas the bright regions have higher pixel values.

In this work we propose to use two morphological operations in succession to improve the image quality, namely white top-hat and black top-hat. The white top-hat operation [125] aims to obtain the peak grayscale values of the image by applying morphological operations over it. In order to do so a modified version of the image, obtained via the morphological opening operation defined in Section 6.1 is subtracted from the original image, as described by:

$$
\begin{equation*}
\text { White top-hat: WTH }(\mathbf{F})=\mathbf{F}-\gamma(\mathbf{F}) \text {, } \tag{6.8}
\end{equation*}
$$

where $\gamma()$ represents the opening operation.
The idea behind this operation is that, as shown in Fig. 6.2(e), the opening removes the peaks in the shape of the objects, keeping the parts of the object that do not contain peaks. The white top-hat operation then takes the original image and subtracts from it a version of the image with the peaks removed, so after the subtraction only the peaks remain.

In the opposite way, the black top-hat operation [125] is responsible for extracting the valleys of the grey-level images. To perform this operation, the original image is subtracted from a modified version of the image, after going through a closing operation, as given by:

$$
\begin{equation*}
\text { Black top-hat: BTH(F)}=\phi(\mathbf{F})-\mathbf{F}, \tag{6.9}
\end{equation*}
$$

where $\phi()$ represents the closing operation.
This equation means that initially the closing operation is applied to create a version of the image with all valleys filled, such as the one seen in Fig. 6.2(f).


Figure 6.7: Example of birefringence images before and after the enhancement step based on the white top-hat and black top-hat operations. Its effect is best observed at the consecutive bright and dark fringes in the modified image. (a) Original image. (b) Enhanced image with increased contrast. (c) Detail of the original image. (d) Detail of the enhanced image.

Afterwards, by subtracting this result from the original image, only the filled valleys remain, so the result of the black top-hat operation is an image containing only the valleys of the original image.

The resulting images after the described procedures, that are the white top-hat image containing the peaks and the black top-hat image containing the valleys, are added to the original image, emphasizing the peaks and valleys of the grayscale image, therefore enhancing its contrast. The use of these techniques yields a better distinction between the bright and dark fringes, as illustrated in Fig. 6.7.

### 6.2.2 Minima Contour Detection with Watershed

Since the current state of the image is still not easy to process, in order to locate the minima contours of the pre-processed image we apply the watershed operation as described in this section.


Figure 6.8: Minima contour detection with watershed.

In order to detect the center of each dark fringe (Fig. 6.8), a different mathematical morphology method was used, namely the watershed [126] algorithm. This method aims to detect local maxima positions in a given grayscale image. The intuition behind the method is the following: the method considers the image topology to be a succession of peaks and valleys; in the bottom of the valleys it is assumed to exist holes. If a liquid would enter the valleys through these holes, at the same time for holes at the same depth, there would be an instant when the liquids in two consecutive valleys would merge. The position where those liquids merge is considered to be a local maximum, as depicted in Fig. 6.9.

The loci of the maxima can be used to detect the center of each one of the dark fringes. To do so one initially needs to obtain the complement of the image, therefore making each peak a valley and each valley a peak. After that, one should apply the watershed method to the inverted image. An example of the result obtained with this procedure can be seen in Fig. 6.10(a), where the resulting analysis still presents some detection artifacts.

Although this result seems to be initially encouraging, one can readily see that it is not enough to solve the problem of detecting the position of the dark fringes, as this simple application of the watershed method creates a result that has at the same time regions with under-segmentation, showing missing boundaries, and oversegmentation, displaying undesired boundaries. This can be improved by feeding the algorithm with some prior knowledge, like the approximate positions of the maxima (or minima). In our proposed approach a human user must input the location of every bright fringe (the minima points in an inverted image). The imposition of those minima locations [125] creates a mask Fm whose values are $t_{\text {max }}$ (the maximum value allowed to the pixel) except where the minima were imposed (where the mask


Figure 6.9: Watershed peak detection method. The inner peaks are detected and marked as the red vertical lines.
value is set to 0 ), as given by

$$
\mathbf{F m}=\left\{\begin{array}{cc}
0, & \text { if a minimum was imposed }  \tag{6.10}\\
t_{\max }, & \text { otherwise }
\end{array}\right.
$$

where $t_{\text {max }}$ is the largest possible pixel value in the grayscale image. This process is detailed in Fig. 6.11.

We then take the minimum between each pixel value and the value of the mask in that position, whose result is called $(\mathbf{F}+1) \wedge \mathbf{F m}$ in Fig. 6.11(b). After that, the signal $\mathbf{F m}$ is considered the marker and the signal $(\mathbf{F}+1) \wedge \mathbf{F m}$ the mask of a geodesic erosion, as defined in Subsection 6.1.1. Successive geodesic erosions are performed (Figs. 6.11(c)-(g)) until the image becomes unchanged by further erosions (Fig. 6.11(h)). Note that, when you perform the minima imposition, the imposed minima will be the only local minima in the resulting image, lending to it a smooth appearance.

After the minima imposition, we then apply the previously described watershed method to the resulting image to obtain the maxima contours, avoiding in this case under- and over-segmentation issues. An example of the results after the minima imposition can be seen in Fig. 6.10b, which improves upon the results shown in Fig. 6.10 . One can see in the region highlighted by a blue ellipse that the minima imposition technique reduces some over-segmentation artifacts while, as seen in the


Figure 6.10: Contours of the dark fringes obtained with the use of the watershed method. (a) without minima imposition. (b) with initial minima imposition (marked as a red diamond). The blue ellipses and the red rectangles show, respectively, regions where there is over-segmentation and undetected fringes in the version without minima imposition.


Figure 6.11: Minima imposition method. (a) Original figure F and mask Fm. (b) Pixelwise minimum between $\mathbf{F m}$ and $(\mathbf{F}+1)$, which is defined as $(\mathbf{F}+1) \wedge \mathbf{F m}$. (c) Morphological erosion of $\mathbf{F m}$. (d) Maximum between $(\mathbf{F}+1) \wedge \mathbf{F m}$ and the result of the morphological erosion of $\mathbf{F m}$. The red dashed line shows the values that were changed in the maximum operation. (e) Final result of the first geodesic erosion of Fm. (f) Second geodesic erosion of Fm. (g) Third geodesic erosion of Fm. (h) Fourth geodesic erosion of $\mathbf{F m}$. The signal remains unchanged after any other geodesic erosion, so it is considered the reconstruction via successive erosions of $(\mathbf{F}+1) \wedge \mathbf{F m}$ from the mask $\mathbf{F m}$.
region delimited by the red rectangle, and also increases the amount of successfully detected fringe contours.

### 6.2.3 Skeleton Creation and Center Detection

After we obtain the minima contour with the watershed operation we need to further process it in order to produce 1 pixel-wide contours. To do so we employ the skeletonisation technique described in this section.


Figure 6.12: Skeleton creation and center detection.

The result of the watershed method is a binary image that indicates boundaries that separate each bright region, so it should represent a centerline for the dark fringes. In order to select the exact position of the fringe centers it is necessary that the contour lines are exactly one-pixel wide. Sometimes, after using the watershed method the contour lines are thicker than one pixel, thus lowering the accuracy of the method. To deal with this problem we propose (Fig. 6.12) the use of a skeletonisation method [127]. A morphological skeleton of a binary image such as the contours in Fig. 6.10 is defined as the locus of the center of the maximal disks completely contained in the image. Fig. 6.13 shows the step-by-step procedure to obtain the skeleton of an image. This procedure creates thinner segments with a thickness of one pixel, which is mandatory for the next steps.

### 6.2.4 Post-processing

After obtaining the pixel-thin contours we proceed to the estimation of the fringe center position, as well as, removing the false detections. This section describes the post-processing methods employed in this task.


Figure 6.13: Skeletonisation using maximal disks. The union of all maximal-disk centers defines the skeleton. (a) Original image. (b) Some maximal disks and the initial construction of the skeleton. (c) Maximal disks covering the whole image. (d) Complete skeleton.


Figure 6.14: Post-processing.


Figure 6.15: Detailed block diagram of the post-processing.

At this point, the contour lines, which we expect to be present only in the dark fringes, may also erroneously appear in a bright fringe. As can be seen from Fig. 6.10, the contours have some segments that do not belong to the dark fringes and should not be used to estimate their position. This figure also shows that those segments have a shape similar to a vertical line, being perpendicular to the fringe variation. The algorithm uses this fact to detect and remove flaws in the contours by separating it into small segments and removing those that have a vertical orientation. In addition, one is not interested in identifying the whole dark fringe but only the position of its center, therefore the contours can be further processed in order to extract only the required information. The post-processing pipeline is depicted in Figs. 6.14 and 6.15 and is described in the next sections.


Figure 6.16: Detail of the contours of the dark fringes obtained with the use of the watershed method. One can notice some flaws in the detection, with parts of the contour highlighted by a red square appearing in the bright fringe.

## Removal of values in borders:

In the first step, only the center columns of the image are kept, which contain the region of interest for the detection of the fringe positions. We remove any contour outside the center columns of the image, delimited by the thin region that contains a fringe pattern (see Fig. 6.7).

## Removal of branching points:

Afterwards, the branching points, which are points connected to three or more points, are removed from the remaining skeleton, that after this operation will be just a set of unconnected segments, as seen in Fig. 6.17.


Figure 6.17: Detail of the branching points removal method, where the circles show the points to be removed. The branching points are considered as the points connected to three or more points. (a) Before branching point removal; (b) after branching point removal.

## Removal of small segments:

After this step, several spurious segments may still remain. We count for each segment the number of points contained in it, and the segments that have less than a given number of points are removed.

## Removal of vertical segments:

We also analyze each segment and measure its horizontal length, which is done by counting the number of columns that it occupies, and remove those that and have a horizontal length smaller than a threshold (in other words, are "too vertical"), since they most likely do not correspond to the desired center position of the fringes. An example of segments that remain after these cleaning steps can be seen in Fig. 6.18.

## Identification of horizontal parts:

In this step, we want to determine the vertical position for the center of each dark fringe. Comparing Figs. 6.10 and 6.18, one can see that due to the shape of the dark


Figure 6.18: Final selection of the segments after the spurious segments are removed. (a) Before segment removal; (b) after segment removal. The removed spurious segments are marked as light gray in the figure.
fringes the remaining segments have a parabolic shape with a vertical orientation, whose peak indicates the position of the center of the fringe. Therefore, in order to identify this center, we detect the peaks in the segments by using a horizontal window to select for each segment the part that has the largest number of horizontal points. As illustrated in Fig. 6.19, when sliding the horizontal window along the vertical direction, the position that yields the largest segment corresponds to the
location of the peak (within a certain accuracy given by the window width).

(a)

(b)

Figure 6.19: Selection of the horizontal part of the segments. (a) Wrong region few points. (b) Correct region - largest number of points.

## Estimation of central positions:

Finally, the center position of each fringe is selected as the mean of the vertical coordinates of each skeleton pixel within the horizontal window. If after this step more than one segment is detected between two consecutive maximal points manually input, only the one with the greater number of points is kept. This step is illustrated in Fig. 6.20(a) and the final result is shown in Fig. 6.20(b).

### 6.2.5 Inflection Points Detection

After selecting the correct segments to represent each fringe, we proceed to the detection of the inflection point of the image. This section describes the employed procedure.


Figure 6.21: Inflection points detection.

A final important point for the characterization of the flow is an inflection point. As reported by [88], this point helps to characterize the geometry of the experiment


Figure 6.20: Detected positions for each segment. The red X marks in the center column the vertical coordinates for the segment that has the largest number of horizontal points, which represents the center for each dark fringe according to the procedure described in Section 6.2.4. (a) Result before the elimination of double detections. (b) Final result, after the elimination of double detections, when there is more than one segment to represent a dark fringe. The ambiguous segments, marked as light gray, were removed.
and is defined with the maximum retardation order $k$ in the flow, despite not being associated to the horizontal part of any dark or bright fringe in the images, as one can see in Fig. 6.22, In order to estimate this point, the algorithm described in

Subsections 6.2.1-6.2.4 is applied in the transposed images to detect the two vertical dark fringes around the inflection point (Fig. 6.21), and the position ofo the inflection point is defined as the average of the center of the two vertical fringes. An example of this detection is show in Fig. 6.23.


Figure 6.22: Fringe retardation order (k) of sample GPPS1 at $1 \mathrm{~mm} / \mathrm{s}$. The inflection point is reported in [88] as the one with a retardation order $k=8$ and is related to the geometry of the experiment.


Figure 6.23: Example of the detection of the inflection point. The center of the white contours associated to each vertical fringe is marked as a cross and the estimated inflection point is marked as a circle.

### 6.3 Experimental Results

In this section we will analyze the algorithm performance, starting from a description of the experimental framework, followed by a performance assessment to calibrate the algorithm. The results of the proposed algorithm are first compared to other methods found in the literature and then compared to the reference method.

### 6.3.1 Experimental Framework

The algorithm described in Section 6.2 was developed in MATLAB(c) [89] environment using morphological function implementations present on the Image Processing Toolbox. The results were obtained using a computer with a Xeon E3-1270 v5 3.6 GHz processor and 32 GB of RAM.

The flow-induced birefringence images acquired during a steady state for two polystyrene samples were presented in [88] as was also the identification of fringe orders $k$ (based on the knowledge of the physical properties of the experiment). It is important to note that the algorithm proposed here is not entirely automatic because it requires that, for each different experiment, an operator inputs a few minima to be imposed to one of the frames, using the procedure described in Section 6.2.2, which are used in all images from the same experiment.

### 6.3.2 Performance Assessment

In this section, the proposed algorithm is thoroughly analyzed. In the first experiment, the pre-processing step described in Subsection 6.2.1, which includes image enhancement and minima imposition, is enabled and disabled to show its effectiveness. Then, two parameters present in Subsection 6.2 .4 have their value adjusted, namely the threshold that controls the removal of spurious elements (see Fig. 6.18) and the width of the window that selects the horizontal part for each segment, which represents the center of each dark fringes (see Fig. 6.19).

In order to define an objective evaluation, the measurements obtained in 88 were considered as a ground truth, and for each algorithm setup the mean square error between the obtained fringe positions and the ground truth was computed. For this evaluation, only the experiment obtained with the GPPS1 flow at $1 \mathrm{~mm} / \mathrm{s}$ was used, since it shows a pattern where the fringes are neither too few nor too thin. From this experiment, 15 images were obtained and used for this study.

## Determination of the fringe center:

As described in Section 6.2.4, the detected contours have a shape similar to a noisy parabola positioned inside the dark fringes, and the center of each dark fringe is identified by the vertex of this parabola. A simple way that has been devised to find the position of the vertex is to use a moving horizontal window, analyzing for each position the part of the contour that fits entirely inside this window and identifying the one with the largest length. In order to so, we must define the optimal width of the horizontal window. A window that is too thin may lead to a false detection due to noise. If it is too wide, the algorithm is able compensate the noise but it loses
precision. In this experiment we analyze different window widths and determine the one that provides the lowest average error for the algorithm.

Fig. 6.24 shows an evolution of the mean squared error obtained by the algorithm for several values of the window width. In the figure, the multiple curves represent the results for a fixed value of the length that separates spurious and accepted elements. In Fig. 6.24(a), the pre-processing is disabled while in Fig. 6.24(b) it is enabled. It is important to notice the range of the error values, since in the curves with the pre-processing disabled, the minimum observed error is higher than the maximum error with the pre-processing enabled. Comparing only the best results for each case, the pre-processing step reduces by up to 20 times the error in the proposed algorithm.

In Fig. 6.24 (b), the curves reveal the two cases where the error tends to be higher: if the window is too restrict, so it is more likely to contain small peaks in the data, and too big, so the window contains larger segments that may not represent the fringe centers. There seems to be a region for some intermediate values where the error reaches its minimum and is less sensitive to the variation of this parameter. To determine a compromise in the algorithm configuration, the window was defined to have a width of 5 pixels.


Figure 6.24: Mean square error $\left(m m^{2}\right)$ for several values of the window width. (a) Without pre-processing. (b) With pre-processing.

## Removal of spurious elements:

In the detected contours, part of the noise is due to impurities in the experiments, that create undesirable contours inside the bright fringes. As described in Section 6.2.4, a post-processing step separates the contours in segments and removes from the final detection the ones with a length smaller than a threshold. There is an optimum value for this threshold. If it is too big, it is possible that all segments associated to a fringe are removed and no position estimate can be provided. In
this experiment, we evaluate the impact of the threshold that removes undesirable segments in the detection of the fringe centers.

In Fig. 6.25 one can see the relation between the mean square error and the minimum segment length for a few fixed values of the window width. Another important aspect in this experiment is the detection rate, that is, the amount of fringes where there is at least one detected segment and the algorithm can estimate a fringe center. This characteristic is exemplified in Fig. 6.26.

Comparing Figs. 6.25(a) and 6.26(a), one can see that the error increases with a bigger threshold. This behavior can be explained by the fact that without the preprocessing step, the algorithm creates spurious segments that are indistinguishable from the true segments (the ones that follow the fringe pattern), so any attempt to remove wrong segments also removes the true ones, and the detection rate drastically falls when the threshold is increased. With the inclusion of the pre-processing step, a different behavior can be seen, as shown in Figs. 6.25 (b) and 6.26 (b). With bigger values for the acceptable segment length, more spurious segments are removed while still keeping an amount of accepted segments, since the detection rate shows a smaller decrease, and the mean square error is in fact reduced. In order to provide an algorithm able to detect the fringe positions for at least $95 \%$ of the cases with the smallest error, the threshold value was defined as 5 pixels.


Figure 6.25: Mean square error $\left(m m^{2}\right)$ for several values of the minimum length threshold. (a) Without pre-processing. (b) With pre-processing.

### 6.3.3 Comparison with Other Methods

Two other methods were evaluated in comparison with the proposed method. Those methods were developed to detect fringes on images originated in different experiments and were adapted to the context of birefringence images.

The method [74] separates the bright and dark fringes by binarizing the images using a threshold that can be constant or adaptive, and then applies a skeletonisation


Figure 6.26: Detection rate for several values of the minimum length threshold. (a) Without pre-processing. (b) With pre-processing.
technique to find the central position for each fringe. Due to impurities in the experiments, the image has a cracked appearance. A simple constant threshold is not able to distinguish every bright and dark fringe in the images, as can be seen in Fig. 6.27(a). However, by manually selecting two levels of threshold to be used in different parts of the image, a good compromise between algorithm performance and model overfitting can be found, as shown in Fig. 6.27(b).


Figure 6.27: Birefringence image binarization. (a) With a constant threshold. (b) With two levels of threshold.

In [76, 84 a technique to detect fringes in light interferometric experiments is described. First, it estimates a local orientation map for each pixel [128], and pre-processes the images by applying a directional median filtering that uses the estimated orientation in order to remove the noise in the direction tangent to fringe orientations while also keeping sharp transitions perpendicular to the fringe orientations. Afterwards, the method computes the directional derivatives of the preprocessed images, also using the orientation map. Then it binarizes the directional
derivatives and considers the fringe centers as the edges of this binarized image, that is, the positions where there is a fast transition between a positive and a negative gradient.

However, also due to the characteristics of the birefringence images, the estimation of an orientation map is likely to produce a noisy result. We implement this algorithm using only a horizontal median filtering, since it corresponds to the expected tangent of orientation of the fringes in the center of the images, which is the region-of-interest for the detection. For this reason,, we also compute only the vertical derivative to be used in the binarization and detection step. An example of the implementation of the methods in [74] and [76, 84] applied to the birefringence images can be seen in Fig. 6.28.

The same objective evaluation used to set up and validate the proposed algorithm is employed in the comparison with the aforementioned methods. For each method, we compute the mean square error between the obtained contours and the manual marking, and count the amount of fringes that were not detected to estimate the detection rate. Since those methods only provide a basic skeleton of the fringe image, no precise central position is extracted. In order to properly compare with the proposed method, the post-processing step described in Subsection 6.2.4 and optimized in Subsection 6.3.2 is also applied.

In Tab. 6.1, one can see a comparison of the mean squared error obtained with each method. For the method [74], no pre-processing step is defined, so, in order to provide a fair comparison, the proposed pre-processing(which includes the input enhancement and minima imposition) was also tested with this method. The works [76, 84] already include a median filtering to enhance the image, and for this reason two cases were considered. In the first one, the algorithm was tested using only the median filter, which is labelled as no pre-processing in Tab. 6.1. In the second one, the algorithm was tested with the median filter in addition to the presently proposed pre-processing, which is labelled as with pre-processing in Tab. 6.1.

Tab. 6.2 shows the detection rate for the same methods and configuration. Comparing the performance of the mean square error and the detection rate, one can see that the proposed method, with the correct configuration, produces a result with the lowest error while providing the second-best detection rate, being better than the binarization method in both metrics In addition, while it produces a detection rate lower than the one of the derivative method, its mean squared error is twice as small. In addition, one can also see from the results in Tab. 6.1] that the works [76, 84] have a loss of performance in the presence of the pre-processing step. The reason for this behavior is that, as a byproduct of the minima imposition technique, the resulting image loses its original local minima, presenting only the imposed minima, as discussed in Subsection 6.2.2.

(a)

(b)

Figure 6.28: Contours of the dark fringes obtained with: (a) [74] and (b) [76, 84].
Table 6.1: Mean square error $\left(\mathrm{mm}^{2}\right)$ obtained with the proposed method, the method based on the image derivative [76, 84] and the method based on image binarization [74].

| Pre-processing | Proposed | Derivative | Binarization |
| :--- | :--- | :--- | :--- |
| no | 0.086 | 0.029 | 0.019 |
| yes | 0.013 | 0.043 | 0.019 |

Table 6.2: Detection rate obtained with the proposed method, the method based on the image derivative [76, 84] and the method based on image binarization [74].

| Pre-processing | Proposed | Derivative | Binarization |
| :--- | :--- | :--- | :--- |
| no | 0.85 | 1.00 | 0.93 |
| yes | 0.95 | 1.00 | 0.93 |

### 6.3.4 Comparative Evaluation with Reference Method (GIMP)

The results obtained using the approach presented in Subsection 6.2 after processing 15 images for each experiment were compared with those disclosed in [88], in which a methodology based on GIMP software was proposed. For this purpose, we consider the flow direction through the slit at three different velocities $(0.5,1$ and $2 \mathrm{~mm} / \mathrm{s}$ in the experiments using GPPS1 sample and $0.2,0.5$ and $1 \mathrm{~mm} / \mathrm{s}$ in the experiments using GPPS2 sample). Note that the flow-induced birefringence images acquired during a steady state for two polystyrene samples were presented in [88] together with the determination of fringe order $(k)$.

Fig. 6.29 shows a comparison for GPPS1 and GPPS2 samples of the measurements obtained with GIMP software and also those acquired with the proposed morphological approach. The values for the principal stress difference module along the flow centerline were calculated using Eq. (6.1).

As mentioned in [87, 88], the flow in the slit-die is characterized by two regions: (i) the inlet in which PSD values reach the maximum and (ii) the exit region in which the PSD value is zero. These regions correspond, respectively to the maximum value of $k$ next to fringe position 0 mm , which is the spatial region where molten polymer reaches the geometry channel, and to the value of $k=0$ that corresponds to channel length (fringe position $=5 \mathrm{~mm}$ ). According to the figures, it is possible to observe that the results obtained with the proposed methodology presented good agreement with the results obtained with the GIMP software and the proposed methodology was able to determine the points with maximum retardation order, which are related to the fringe position equal to 0 mm , for all the experiments, with the exception of the experiment for the sample GPPS2 carried out at $0.2 \mathrm{~mm} / \mathrm{s}$ (Fig. 6.29(d)). In this case, the proposed methodology was not able to properly detect the fringe $k=8$, due to the overlap of fringes $k=7$ and $k=8$ in the image.

The standard deviation $(S)$ of the fringe positions for both techniques is presented in Figs. 6.30 and 6.31. It is possible to observe in Figs. 6.30(b) and 6.31(b), which represent the proposed approach via mathematical morphology, a more predictable behavior of the standard deviation. For these cases, the highest values of standard deviation are between the middle and the exit of the slit, that is, ap-


Figure 6.29: $|\mathrm{PSD}|$ as a function of distance along centerline. (a) GPPS1 flow at $0.5 \mathrm{~mm} / \mathrm{s}$. (b) GPPS1 flow at $1 \mathrm{~mm} / \mathrm{s}$. (c) GPPS1 flow at $2 \mathrm{~mm} / \mathrm{s}$. (d) GPPS2 flow at $0.2 \mathrm{~mm} / \mathrm{s}$. (e) GPPS2 flow at $0.5 \mathrm{~mm} / \mathrm{s}$. (f) GPPS2 flow at $1 \mathrm{~mm} / \mathrm{s}$.
proximately between fringe position $=2$ and 4 mm . Also, experiments with lower velocities, where the fringes are larger and the images display a lower number of fringes, show, in general, larger values of standard deviation. On the other hand, for the GIMP approach, there is no simple pattern for the standard deviation since it also depends on subjective factors. These observations suggest that the morphological approach helps to increase the reproducibility of the results. In addition, the full processing of 15 images, together with the statistical treatment of the results,
takes around 30 s . With the GIMP software, the processing must be performed for one image at a time, taking around 8 min for determination of the dark fringe centers for the 15 images tested.


Figure 6.30: Standard deviation S as a function of distance along centerline of GPPS1. (a) Manual method (GIMP). (b) Proposed morphological approach.


Figure 6.31: Standard deviation S as a function of distance along centerline of GPPS2. (a) Manual method (GIMP). (b) Proposed morphological approach.

### 6.4 Summary

In this chapter, a novel approach to the problem of detecting the position of dark fringes in flow-induced birefringence images obtained during the melt flow in the multipass rheometer was presented and applied for a sample of polystyrene. The proposed methodology allows fast and accurate measurements of the dark fringe centers. In addition, it is an automatic method, which provides the minimum human intervention in the image processing, in contrast to the semi-automatic methodology using GIMP software, presented in [88, in which the user must interfere directly
in the measurements. The results obtained have been shown to be consistent with those of semi-automatic detection using GIMP software, with the advantage of a smaller variance of the measurements. Most of the deviation observed is due to difficulties in the image acquisition, which cause some fringes to have low contrast and also make consecutive fringes appear mixed in the recorded image. However, it is important to observe that this problem can be solved with improvements in the experiments, such as lens adjustments in which the passage of polarized light is changed in order to improve the quality of the images allowing clearer and more defined fringes. One should also bear in mind that the amount of time taken to correct those easily identifiable mistakes of the algorithm is still much smaller than the one it takes to perform all the measurements using the GIMP methodology. The obtained results indicate that the proposed method is a reliable alternative to the manual (and semi-automatic) methods currently in use, as it is able to perform the detection of the positions with high confidence and in a faster way than the alternative methods.

## Chapter 7

## Conclusions and Future Work

This chapter summarizes the results obtained in this thesis and highlights the main contributions. Some ideas for the continuation of the developed activities are also discussed.

### 7.1 Conclusions

This thesis investigated the use of signal processing and computer vision with a focus on the alignment of signals and identification of events. The study can be divided into three main topics: temporal alignment, spatial alignment and analysis of events.

In the first part, several techniques were studied in order to determine a synchronism between signals. Initially, this thesis showed a method to perform the alignment of two given sets of signals obtained in a surveillance system, considering that they show a periodic behavior and the periods for each set are similar. Therefore, they only required the estimation of a delay to properly align them, which we obtain by maximizing the similarity of the signals. The results are compared to an odometry system and they are shown to be similar to the odometry system results.

We also considered the case where the signals may have different lengths, in which the signal alignment requires a technique more complex than the estimation of a delay. We investigated a temporal alignment algorithm based on a dynamic timewarping approach, showing results on videos signals obtained with a surveillance system application, which allowed us to define the best cost function to be used on video signals. We also studied different signals recorded using this system and assessed the obtention of the alignment for these signals.

Additionally, we ponder the use of an algorithm to estimate the camera trajectory, which can also be used to perform the temporal alignment of two videos while also providing information about their positioning in the environment. We presented an algorithm and tested with several databases. However, we observed
that the DORIS videos possess several characteristics that are challenging for the SLAM computation, which require the development of more robust algorithms.

For the second part, we dealt with the problem of the spatial alignment of two images. We discussed the basics of the optical flow algorithm, intending to use it on this problem, showed some improvements and studied other techniques that can be used in this context. We tested the algorithms on a traditional database, and the results showed that classical methods have a better performance. However, some tests on the DORIS system and VDAO database revealed that they have a significant number of imperfections, such as different lighting conditions and objects creating a large region with occluded objects. Based on a qualitative analysis, the approach using a proposed image descriptor was determined as being the one that provides results with more robustness to the illumination changes that occur during a day.

The third part of this thesis contemplated an industrial application that required an analysis through image processing techniques. We proposed an approach to estimate the positions of dark fringes in a given image, which were used to estimate a physical property of a material. The results were compared to other fringe detection methods and to a manual marking using the GIMP software, evidencing the superior performance of the proposed method, which we consider to be a reliable alternative to the manual method currently in use.

### 7.2 Future Work

In this section, we present the main ideas for future works that can be done in the areas addressed in this thesis.

### 7.2.1 Online Sequence Synchronization Based on Dynamic Time-Warping

The techniques reported in Chapter 3 have been applied to align videos from the VDAO database in the work proposed in [129], which are used in training of a deep learning classifier to detect video anomalies. During the development of the work [129], it was noticed that if one uses videos with a number of frames per second larger than the one originally employed in the results from this chapter, then the camera trepidation is more influent and can even create a situation where the displacement of the camera between two frames is contrary to the expected movement of the robot. This condition creates a situation where the best alignment between two sequences is not a smooth warping path such as the ones shown in this thesis, but instead a path that should allow a small fluctuation, up to some range that depends
on the camera vibration. A possible continuation of this work is to develop a new algorithm able to compensate for the camera vibration.

### 7.2.2 Camera Trajectory Estimation

The method studied in Chapter 4 performs SLAM intended to operate on any input video. Instead of using a generic algorithm, one could, for instance, include information that is only valid for videos from the application considered in this thesis. Since in the DORIS system the robot moves in fixed rail, one can include the model of the rail in the algorithm, to estimate the camera poses and the similarities in the cases that the algorithm fails, or use the model to help the computation of the epipolar geometry (for example, using the model to guide the choice of the best solution for the essential matrix in the five-point algorithm).

### 7.2.3 Video Spatial Alignment Using Optical Flow

The tests performed in Chapter 5 used a subset of the Middlebury database which contains the ground truth, since the results for the remainder of the database can only be obtained upon a submission to the developers, which must follow some protocol and may take a certain amount of time. Since in this thesis a more detailed analysis was performed, it was not practical to obtain results on these sequences. A future contribution is to formalize a proposed method and to submit results to this database.

Regarding the results from the VDAO database and DORIS videos, since there is no available ground truth, the only quantitative result was obtained by computing the error between aligned images. This metric is not suitable since the images naturally have differences in illumination and may even contain different objects, whose detection is exactly the purpose for which the databases were developed.

Different strategies could be used to measure a quantitative result. The alignment obtained with the optical flow methods could be compared to the alignment obtained after the computation of a homography, as in [1]. One can also replace the spatial alignment in the object detection framework and assess the detection results. Finally, one can also use the manual marking information provided in the VDAO database, which contains a bounding box for the abandoned objects in the video, to estimate a ground truth for the motion field in the region defined by the bounding box.

### 7.2.4 Polymer Characterization Using Mathematical Morphology

The method developed in Chapter 6 depends on a previous analysis of the experiment and identification of the pattern to be detected, which was made in [88]. Therefore, a continuation of this work is the inclusion of a pre-processing step responsible for the identification of possible candidates of fringes to be detected by the algorithm, to be subsequently validated by an operator.

Another future contribution is to reproduce the results on different experiments. The method described in this thesis was developed specifically for the application shown in Section 1.2.3. If one performs an experiment with different equipment, the fringes may have another disposition due to being obtained with a different geometry, such as the image observed in Fig 7.1. Since these images show characteristics different from the ones studied in this thesis, the developed methods should be adapted, incorporating other visual clues that are identified in this new experiment.


Figure 7.1: Example of birefringence image obtained with another experiment, which shows a different geometry than the one seen in Fig. 1.9 .
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## Appendix A

## Camera Models and Projective Geometry

In this section, several concepts related to projection of the real world into a camera are depicted. This subject is of paramount importance to the understanding of the algorithms to recover the camera trajectory from a video sequence.

If several cameras record the same scene in different positions, there is a relationship between the positioning of the cameras and the images they create. As can be seen in Fig. A.1, image points in multiple views that represent the same threedimensional point define an intrinsic geometrical property among the cameras.

In this example, a three-dimensional point $\mathbf{X}$ is projected in the left image onto the point $\mathbf{x}$, and the projection ray passes through the camera center $\mathbf{C}$. The point $\mathbf{x}^{\prime}$ is also a projection of the $\mathbf{X}$ on the right image, which passes through the camera center $\mathbf{C}^{\prime}$. Since the projection rays are assumed to be straight lines, the knowledge of an image point $\mathbf{x}$ in one image imposes a restriction on the position of the image point $\mathbf{x}^{\prime}$ in the other image. The next sections define a model for the camera and for the geometry between multiple views, and show how to explore these geometrical properties to infer information about the camera positioning based on the image content.

## A. 1 Homogeneous Coordinates

The mathematical definition of the camera projection and the relationship between images can be simplified if one considers the use of homogeneous coordinates. A point in the space $\mathbb{R}^{2}$ is usually represented by a vector $(x, y)^{T}$. By extending the vector to include a third component, for example, $(x, y, 1)^{T}$ it is said that the vector is represented in homogeneous coordinates. This representation has the advantage of allowing a simplification of several operations.


Figure A.1: Intrinsic geometry for two cameras representing the same scene. The three-dimensional point $\mathbf{X}$ is projected in the left image onto the point $\mathbf{x}$ and in the right image onto the point $\mathbf{x}^{\prime}$. The projection for each image is defined by the image plane and the camera center, $\mathbf{C}$ and $\mathbf{C}^{\prime}$ respectively for the left and right cameras.

For instance, a line in the space $\mathbb{R}^{2}$ is the set of points where the relation $a x+$ $b y+c=0$ is valid. Based on this definition, a line can be represented as the vector $\mathbf{l}=(a, b, c)^{T}$. In order to test if the point $\mathbf{x}=(x, y, 1)^{T}$, in homogeneous coordinates, belongs to the line $\mathbf{l}$, it is necessary and sufficient to compute the internal product between $\mathbf{x}$ and $\mathbf{l}$, that is

$$
\begin{equation*}
\mathbf{x}^{T} \mathbf{l}=(x, y, 1)(a, b, c)^{T}=a x+b y+c, \tag{A.1}
\end{equation*}
$$

which is zero if $\mathbf{x}$ belongs to the line $\mathbf{l}$. One should notice that if the vector $(x, y, 1)$ belongs to the line $\mathbf{l}$, any vector of the form $(k x, k y, k)^{T}$ also belongs to this line, so that the set of vectors $(k x, k y, k)^{T}$ represent the same point $(x, y)^{T}$. Since the factor $k$ can be arbitrary, it is often defined as $k=1$.

Another simplification is the definition of a point at infinity $\mathbf{x}_{\infty}$. Consider two parallel lines $\mathbf{l}_{\mathbf{1}}=(a, b, c)^{T}$ and $\mathbf{l}_{\mathbf{2}}=\left(a, b, c^{\prime}\right)^{T}$. The point where the two lines intersect can be found by using the following expression [13]:

$$
\begin{equation*}
\mathbf{x}_{\infty}=\mathbf{l}_{\mathbf{1}} \times \mathbf{l}_{\mathbf{2}}=\left(c-c^{\prime}\right)(b,-a, 0)^{T}, \tag{A.2}
\end{equation*}
$$

where one can see that it is mathematically impossible to normalize the coordinates such that the last coordinate is equal to one. However, it is known that $\mathbf{x}_{\infty}$ is
obtained as the solution to the intersection of two parallel lines, therefore should represent a point at infinity. Thereby, any vector in homogeneous coordinates defined as $(x, y, 0)^{T}$ represents a point at infinity.

## A. 2 Camera Model

A camera is a device that captures still images by mapping points in the threedimensional space onto a projection plane. A simple approach to understand the operation of a camera is the model of a pinhole camera. It considers that the camera is composed of a box with a tiny aperture and a projection surface, without any lens in the exterior, and every light ray passes through the aperture and projects an inverted image onto a surface in the opposite side of the camera.

For convention, to further simplify the mathematics, it is often defined a virtual projection plane placed in front of the camera. In this paradigm, the projection occurs when the light ray crosses the projection plane towards the aperture, which is called the camera center. Considering the camera center as the origin of a coordinate system, the point $\mathbf{X}$ in the three-dimensional space and the equivalent point $\mathbf{x}$ in the projected image space, and considering the projection plane to be perpendicular to the z axis passing through the point $Z=f$, the projection of the point $\mathbf{X}$ to the point $\mathbf{x}$ can be expressed as:

$$
\mathbf{x}=\mathbf{P X}=\left[\begin{array}{llll}
f & 0 & 0 & 0  \tag{A.3}\\
0 & f & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{c}
X \\
Y \\
Z \\
1
\end{array}\right]=\left[\begin{array}{c}
f X \\
f Y \\
Z
\end{array}\right]=\left[\begin{array}{c}
f X / Z \\
f Y / Z \\
1
\end{array}\right]
$$

where the matrix $\mathbf{P}$ that transforms the point $\mathbf{X}$ to the point $\mathbf{x}$ is called the camera matrix and $f$ is the focal length.

In Fig. A.2, the projection $\mathbf{p}$ of the camera center is considered as the origin of a coordinate system in the image. However, the origin of the coordinate system of an image is often defined as the top left or down left positions. If one wants to translate the coordinate system to a different location, the camera center must be compensated in Eq. A.3), leading to the following equation:

$$
\mathbf{x}=\left[\begin{array}{c}
f X / Z+p_{x}  \tag{A.4}\\
f Y / Z+p_{y} \\
1
\end{array}\right]=\left[\begin{array}{cccc}
f & 0 & p_{x} & 0 \\
0 & f & p_{y} & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{c}
X \\
Y \\
Z \\
1
\end{array}\right] .
$$

If the coordinate system of the three-dimensional space should also be rotated or translated, which is the case for instance if there are multiple cameras to be


Figure A.2: Projection onto an image plane performed by a pinhole camera. The point $\mathbf{X}$ in the three-dimensional space is projected to the point $\mathbf{x}$ in the image plane through the light ray that crosses the camera center $\mathbf{C}$.
modeled according to the same reference, the camera model has to be further refined to also cope with this change in the coordinates. The model is adapted to include a transformation that rotates and translates the coordinate system to coincide with the coordinate centered on the camera. The camera model becomes:

$$
\mathbf{x}=\left[\begin{array}{cccc}
f & 0 & p_{x} & 0  \tag{A.5}\\
0 & f & p_{y} & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{cc}
\mathbf{R} & \mathbf{t} \\
0 & 1
\end{array}\right] \mathbf{X}=\mathbf{K}\left[\begin{array}{lll}
\mathbf{R} & \mid & \mathbf{t}
\end{array}\right] \mathbf{X}=\mathbf{P X}
$$

with

$$
\mathbf{K}=\left[\begin{array}{ccc}
f & 0 & p_{x}  \tag{A.6}\\
0 & f & p_{y} \\
0 & 0 & 1
\end{array}\right]
$$

The matrix $\mathbf{R}$ and the vector $\mathbf{t}$ represent, respectively, a rotation and a translation of the camera with respect to space coordinates, and are called the extrinsic parameters of the camera. The matrix $\mathbf{K}$ is called the calibration matrix and summarizes the intrinsic parameters of the camera, which are related to the projection of the three-dimensional points to generate the image points.

It is also possible to derive the expression of the camera center given the camera matrix $\mathbf{P}$. Consider the points $\mathbf{A}$ and $\mathbf{C}$, with $\mathbf{C}$ having the property that $\mathbf{P C}=\mathbf{0}$. Any point that belongs to the line connecting $\mathbf{A}$ and $\mathbf{C}$ can be generated using the following expression:

$$
\begin{equation*}
\mathbf{X}=\lambda \mathbf{A}+(1-\lambda) \mathbf{C} \tag{A.7}
\end{equation*}
$$

where $\lambda$ is a variable used to parameterize a point in the line. The projection of the point $\mathbf{X}$ in the image is:

$$
\begin{equation*}
\mathbf{x}=\mathbf{P X}=\lambda \mathbf{P A}+(1-\lambda) \mathbf{P C}=\lambda \mathbf{P A} . \tag{A.8}
\end{equation*}
$$

It should be noted that any point $\mathbf{X}$ defined by Eq. (A.7) possesses the same image point $\mathbf{x}=\lambda \mathbf{P A}$. One can conclude that this line represents a projection ray, and since there was no assumption about the point $\mathbf{A}$, the remaining point $\mathbf{C}$ such that $\mathbf{P C}=\mathbf{0}$ must be the camera center.

An even more generic model considers other effects. In CCD cameras, a pixel may not be square, which happens when the camera has different focal lengths in the horizontal $\left(f_{x}\right)$ and vertical $\left(f_{y}\right)$ directions. A camera may also have a shear distortion in the projected image, exemplified by the factor $s$, which occurs when the image axes $x$ and $y$ are not perpendicular. The camera model considering the aforementioned distortions is:

$$
\mathbf{K}=\left[\begin{array}{ccc}
f_{x} & s & p_{x}  \tag{A.9}\\
0 & f_{y} & p_{y} \\
0 & 0 & 1
\end{array}\right]
$$

## A. 3 Fundamental Matrix

As seen in Fig. A.1, given an image point from one camera and a second camera recording the same scene, any point in the second camera corresponding to a point in the first camera necessarily must belong to a line that also contains the projection of the camera center of the first camera. The fundamental matrix is an object that summarizes the geometric relation between points from the two views.

The geometric relation between the image points can be explained as follows. Consider two cameras with known camera matrices $\mathbf{P}$ and $\mathbf{P}^{\prime}$, and an image point $\mathbf{x}$ in the first image that is the projection of the three-dimensional point $\mathbf{X}$. The projection ray that creates the image point can be defined by two points: the camera center, where $\mathbf{P C}=0$, and any point that respects the relation $\mathbf{x}=\mathbf{P X}$. According to [130], the second point can be obtained by computing the pseudoinverse of $\mathbf{P}$, as $\mathbf{X}^{+}=\mathbf{P}^{+} \mathbf{x}$. The projection ray is a line defined as the set of points $\mathbf{X}(\lambda)$, for a parameter $\lambda$,such that:

$$
\begin{equation*}
\mathbf{X}(\lambda)=\mathbf{X}^{+}+\lambda \mathbf{C} . \tag{A.10}
\end{equation*}
$$

In the second view, the projection of any projection ray such as the one defined in Eq. A.10) is called an epipolar line, and it passes through the projection of the two known points that were used to define it, $\mathbf{X}^{+}$and $\mathbf{C}$. The projection of the
camera center is represented by $\mathbf{e}^{\prime}$ and is called the epipole. The image points that define this epipolar line are:

$$
\begin{equation*}
\mathbf{e}^{\prime}=\mathbf{P}^{\prime} \mathbf{C} \tag{A.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{x}^{+}=\mathbf{P}^{\prime} \mathbf{X}^{+}=\mathbf{P}^{\prime} \mathbf{P}^{+} \mathbf{x} \tag{A.12}
\end{equation*}
$$

Representing the epipolar line as a vector, one can write [13]:

$$
\begin{equation*}
\mathbf{l}^{\prime}=\mathbf{e}^{\prime} \times \mathbf{x}^{+}=\left[\mathbf{e}^{\prime}\right]_{\times} \mathbf{P}^{\prime} \mathbf{P}^{+} \mathbf{x}=\mathbf{F} \mathbf{x} \tag{A.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{F}=\left[\mathbf{e}^{\prime}\right]_{\times} \mathbf{P}^{\prime} \mathbf{P}^{+} \tag{A.14}
\end{equation*}
$$

where $\left[\mathbf{e}^{\prime}\right]_{\times}$is an antisymmetric matrix created from the components of $\mathbf{e}^{\prime}=$ $\left(e_{1}^{\prime}, e_{2}^{\prime}, e_{3}^{\prime}\right)^{T}$ in order to transform a vectorial product into a scalar product, using the following map:

$$
\left[\mathbf{e}^{\prime}\right]_{\times}=\left[\begin{array}{ccc}
0 & -e_{3}^{\prime} & e_{2}^{\prime}  \tag{A.15}\\
e_{3}^{\prime} & 0 & -e_{1}^{\prime} \\
-e_{2}^{\prime} & e_{1}^{\prime} & 0
\end{array}\right] .
$$

The matrix $\mathbf{F}$ is called a fundamental matrix and establishes a relationship between two views from the same scene: an image point $\mathbf{x}$ from the first image defines a projection ray, and the projection of this line in the second image defines the epipolar line $\mathbf{l}^{\prime}$. If one knows the point $\mathbf{x}$ from one image and the fundamental matrix, the corresponding point $\mathbf{x}^{\prime}$ in the second image must belong to the epipolar line $\mathbf{l}^{\prime}$. Thus, one can find the following equation relating the corresponding points $\mathbf{x}$ and $\mathbf{x}^{\prime}$ in the two views:

$$
\begin{equation*}
0=\mathbf{x}^{\prime T} \mathbf{l}^{\prime}=\mathbf{x}^{\prime T} \mathbf{F} \mathbf{x} . \tag{A.16}
\end{equation*}
$$

## A. 4 Essential Matrix

The essential matrix can be interpreted as a particular case of the fundamental matrix when the calibration matrix is known. Since a camera matrix is given by the expression $\mathbf{P}=\mathbf{K}\left[\begin{array}{lll}\mathbf{R} & \mid \mathbf{t}\end{array}\right]$, one can remove the effect of the calibration matrix, which is equivalent to using a normalized coordinate system in the image, with:

$$
\hat{\mathbf{P}}=\mathbf{K}^{-1} \mathbf{P}=\left[\begin{array}{lll}
\mathbf{R} & \mid & \mathbf{t} \tag{A.17}
\end{array}\right],
$$

and then

$$
\begin{equation*}
\hat{\mathbf{x}}=\mathbf{K}^{-1} \mathbf{P X}=\mathbf{K}^{-1} \mathbf{x} \tag{A.18}
\end{equation*}
$$

Given a pair of normalized cameras, $\hat{\mathbf{P}}=\left[\begin{array}{lll}\mathbf{I} & \mathbf{0}\end{array}\right]$ and $\hat{\mathbf{P}}^{\prime}=\left[\begin{array}{l|l}\mathbf{R} \mid & \mathbf{t}\end{array}\right]$, the essential matrix that represents the relationship between the cameras is given by:

$$
\begin{equation*}
\mathbf{E}=[\mathbf{t}]_{\times} \mathbf{R}=\mathbf{R}\left[\mathbf{R}^{\mathbf{T}} \mathbf{t}\right]_{\times}, \tag{A.19}
\end{equation*}
$$

which shows that the essential matrix depends only on the relative rotation and translation between both cameras.

The essential matrix also defines the relation between corresponding normalized points, similarly to Eq. A.16):

$$
\begin{equation*}
{\hat{\mathbf{x}^{\prime}}}^{\mathbf{T}} \mathbf{E} \hat{\mathbf{x}}=0 . \tag{A.20}
\end{equation*}
$$

Replacing Eq. A.18) in Eq. A.16, one can find a relation between the fundamental and essential matrices, given the calibration matrices:

$$
\begin{equation*}
\mathbf{E}=\mathbf{K}^{\prime \mathrm{T}} \mathbf{F K} \tag{A.21}
\end{equation*}
$$

## A. 5 Computation of the fundamental matrix

Eq. (A.14) shows how to retrieve the fundamental matrix that relates two images if the camera matrices are known. However, a common application is the case where only the images are known, and one wants to infer properties of the positioning of the cameras and the three-dimensional space. In this situation, the fundamental matrix must be computed directly from the image information.

Feature detector and descriptor algorithms are tools that can be used to estimate corresponding points in two images. Algorithms such as the scale-invariant feature transform (SIFT) [131, the speeded-up robust features (SURF) 97], the binary robust invariant scalable keypoints (BRISK) [132], or the fast retina keypoint (FREAK) [133] detect representative points in the images and create, for each point, a feature descriptor, often based on the local information. These descriptors can be used to estimate corresponding points between the images, by pairing points with similar descriptors.

The estimation of the fundamental matrix can be made using a set of corresponding points. Each pair of corresponding points provides an equation on the elements of the fundamental matrix given by Eq. A.16. Using a sufficient number of points, one can create a system of equations to solve for the elements of the fundamental matrix.

Some of the classical algorithms to compute the fundamental matrix are the
eight-point algorithm [134], the seven-point algorithm [135] and the five-point algorithm [98]. The eight-point algorithm [134] requires at least eight pairs of corresponding points to compute the eight unknown elements of the matrix (which is of size $3 \times 3$ ), assuming that in homogeneous coordinates the scale can be disregarded. The seven-point algorithm [135] also includes the restriction that $\operatorname{det}(\mathbf{F})=0$, therefore only seven points are necessary. The five-point algorithm [98] is used in the case where the camera calibration is known, and also includes restrictions on the essential matrix.

## A. 6 Reconstruction from Two Views

The previous sections depicted the relation between the disposition of the cameras in a scene and the image they create. If there is no information about the three-dimensional space and only those images are known, it is possible to estimate information of the cameras disposition from the image contents.

Eq. (A.14) shows the relation between the fundamental matrix $\mathbf{F}$ and the underlying camera matrices $\mathbf{P}$ and $\mathbf{P}^{\prime}$. Combining Eqs. (A.14) and (A.3), one deduces that:

$$
\begin{equation*}
0=\mathbf{x}^{\prime T} \mathbf{F} \mathbf{x}=\left(\mathbf{P}^{\prime} \mathbf{X}\right)^{T} \mathbf{F}(\mathbf{P X})=\mathbf{X}^{T}\left(\mathbf{P}^{\prime T} \mathbf{F P}\right) \mathbf{X} \tag{A.22}
\end{equation*}
$$

which, in order to be true for any $\mathbf{X}$, implies that $\mathbf{P}^{\prime T} \mathbf{F P}$ is skew-symmetric.
A possible pair of camera matrices that defines the fundamental matrix $\mathbf{F}$ is the following:

$$
\mathbf{P}=\left[\begin{array}{l|l}
\mathbf{I} & \mid
\end{array} \mathbf{0}\right] \quad \text { and } \quad \mathbf{P}^{\prime}=\left[\begin{array}{lll}
\mathbf{S F} & \mid & \mathbf{e}^{\prime} \tag{A.23}
\end{array}\right]
$$

since

$$
\left[\begin{array}{l|l}
\mathbf{S F} & \mid  \tag{A.24}\\
\mathbf{e}^{\prime}
\end{array}\right]^{T} \mathbf{F}\left[\begin{array}{lll}
\mathbf{I} & \mid & \mathbf{0}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{F}^{T} \mathbf{S}^{T} \mathbf{F} & \mathbf{0} \\
\mathbf{e}^{\prime T} \mathbf{F} & 0
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{F}^{T} \mathbf{S}^{T} \mathbf{F} & \mathbf{0} \\
\mathbf{0} & 0
\end{array}\right]
$$

is skew-symmetric if $\mathbf{S}$ is also skew-symmetric. In [136] it is proposed that $\mathbf{S}=\left[\mathbf{e}^{\prime}\right]_{\times}$.
In fact, there is a family of matrices similar to the ones shown in Eq. A.23) that define the same fundamental matrix $\mathbf{F}$. They are of the form:

$$
\mathbf{P}=\left[\begin{array}{lll}
\mathbf{I} & \mid & \mathbf{0}
\end{array}\right] \quad \text { e } \quad \mathbf{P}^{\prime}=\left[\begin{array}{llll}
{\left[\mathbf{e}^{\prime}\right]_{\times} \mathbf{F}+\mathbf{e}^{\prime} \mathbf{v}^{T}} & \mid \lambda \mathbf{e}^{\prime} \tag{A.25}
\end{array}\right],
$$

for any vector $\mathbf{v}$ and scalar $\lambda$. This indicates that there is an ambiguity in the reconstruction, which is further discussed in the subsection A.8.

If the calibration matrices for both cameras are known beforehand, the cameras can be obtained from the essential matrix in a simpler way. As shown in Eq. A.19), the essential matrix is defined by a rotation matrix $\mathbf{R}$ and a translation vector
t. Using an SVD decomposition of the essential matrix, it is possible to define a factorization of the form $\mathbf{E}=\mathbf{S R}$. An SVD of the essential matrix is:

$$
\mathbf{E}=\mathbf{U}\left[\begin{array}{lll}
1 & 0 & 0  \tag{A.26}\\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right] \mathbf{V}^{T}
$$

Using

$$
\mathbf{W}=\left[\begin{array}{ccc}
0 & -1 & 0  \tag{A.27}\\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \quad \text { and } \quad \mathbf{Z}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

one finds that

$$
\begin{equation*}
\mathbf{S}=\mathbf{U Z U}^{\mathbf{T}}=[\mathbf{t}]_{\times} \quad \text { and } \quad \mathbf{R}=\mathbf{U W} \mathbf{V}^{\mathbf{T}} \text { or } \mathbf{U W}^{\mathbf{T}} \mathbf{V}^{\mathbf{T}} . \tag{A.28}
\end{equation*}
$$

From Eq. A.28, one can see that there are two possible values for the matrix $\mathbf{R}$, which is due to a symmetry in the position of the cameras. In addition, with this decomposition, the matrix $\mathbf{S}$ necessarily has a Frobenius norm equal to $\sqrt{2}$ [13] and the corresponding vector $\mathbf{t}$ is unitary, which shows that it is not possible to find the true displacement in the three-dimensional space, but only a normalized vector can be estimated, unless some clue about the original scene is known beforehand.

Since the matrix $\mathbf{E}$ is also in homogeneous coordinates, it is not possible to infer the correct of sign of the components, as the scale of the matrix is normalized, therefore a scale of -1 produces the same matrix. Combining the indefinition of the sign and the two solutions for the rotation, one concludes that this decomposition defines four possible candidates for the camera position, which have are symmetrical among them, as seen in Fig. A.3. In order to distinguish among these four cases, it is often defined that all three-dimensional points must be facing the cameras. Thus, using a triangulation technique, one can obtain the solution that provides the largest number of points in front of the cameras.

In analogy to Eq. A.25), which shows the pair of cameras when the calibration is unknown, the pair of cameras obtained using the essential matrix is:

$$
\left.\mathbf{P}=\left[\begin{array}{l|l}
\mathbf{I} & \mid
\end{array} \mathbf{0}\right] \quad \text { and } \quad \mathbf{P}^{\prime}=\left[\begin{array}{l|l}
\mathbf{R} & \mid \tag{A.29}
\end{array}\right] \mathbf{t}\right]
$$

for a scalar $\lambda$.
Once the camera matrices $\mathbf{P}$ and $\mathbf{P}^{\prime}$ are known, the camera centers $\mathbf{C}$ and $\mathbf{C}^{\prime}$ for this reconstruction can be found as the null space of the camera matrices, since $\mathbf{P C}=\mathbf{0}$ and $\mathbf{P}^{\prime} \mathbf{C}^{\prime}=\mathbf{0}$.


Figure A.3: Possible solutions for the decomposition of the essential matrix in a pair of cameras. The point $\mathbf{X}$ represents a three-dimensional point that is projected into two cameras with centers A and B. (a) Point in front of both cameras. (b) Point behind both cameras. (c) Point in front of camera $\mathbf{A}$ and behind camera B. (d) Point in front of camera $\mathbf{B}$ and behind camera $\mathbf{A}$.

## A. 7 Triangulation

With a pair of camera matrices $\mathbf{P}$ and $\mathbf{P}^{\prime}$ and the corresponding image points $\mathbf{x}$ and $\mathbf{x}^{\prime}$, it is possible compute the position of the three-dimensional point that was projected into the cameras. Since a point in the image plane and the corresponding camera matrix define a projection ray, two projection rays can be found. The intersection of those lines define the point $\mathbf{X}$ in the space, which is the point where the projections $\mathbf{x}=\mathbf{P X}$ are $\mathbf{x}^{\prime}=\mathbf{P}^{\prime} \mathbf{X}$ valid. Fig. A. 4 shows an example of the triangulation.


Figure A.4: Triangulation of a three-dimensional point without noise in the measurements. The point $\mathbf{X}$

Assuming that the estimation of the corresponding points can have noise, the restriction defined by Eq. A.16 may not be satisfied, which potentially leads to an error in the computation of the camera matrices and the projection rays may not intersect. Therefore, it may not be possible to find a point $\mathbf{X}$ that is projected onto both images. In this case, one should either introduce some step to correct the measurements and define a criterion to select points that minimize a pre-defined error. Fig. A. 5 shows an example of the triangulation when the measurements have noise.

According to [13], an optimum algorithm for the triangulation in the presence of noise minimizes a cost function that finds approximations of the corresponding points where the epipolar geometry given by Eq. A.16 is valid. Considering the points $\mathbf{x}$ and $\mathbf{x}^{\prime}$, one aims to obtain the points $\hat{\mathbf{x}}$ and $\hat{\mathbf{x}}^{\prime}$, respectively, subject to the restriction that $\hat{\mathbf{x}}^{\mathbf{T}} \mathbf{F} \hat{\mathbf{x}}^{\prime}=0$, by minimizing the expression:

$$
\begin{equation*}
F=d(\mathbf{x}, \hat{\mathbf{x}})^{2}+d\left(\mathbf{x}^{\prime}, \hat{\mathbf{x}}^{\prime}\right)^{2} \tag{A.30}
\end{equation*}
$$



Figure A.5: Triangulation of a point with a noisy measurement of the corresponding points. The points $\hat{\mathbf{x}}$ and $\hat{\mathbf{x}}^{\prime}$ represent an approximation of the corresponding points $\mathbf{x}$ and $\mathbf{x}^{\prime}$ for which the projection rays intersect, and the point $\hat{\mathbf{X}}$ is the resulting triangulation.
where the operator $d(\mathbf{x}, \mathbf{y})$ represents, for instance, the $L_{2}$ norm between $\mathbf{x}$ and $\mathbf{y}$.
Since for the corrected points $\hat{\mathbf{x}}$ and $\hat{\mathbf{x}}^{\prime}$ Eqs. (A.13) and A.16) should be true, one can chose to correct the point $\mathbf{x}$ by minimizing in Eq. A.30 the distance between the point $\mathbf{x}$ and some epipolar line $\mathbf{l}$, analogously for $\mathbf{x}^{\prime}$ and $\mathbf{l}^{\prime}$. In addition, since there is a relation between $\mathbf{l}$ and $\mathbf{l}^{\prime}$, it is possible to parameterize both lines using the same variable $t$. In this scheme, the optimization searches for the value of $t$ that minimizes:

$$
\begin{equation*}
F=d(\mathbf{x}, \mathbf{l}(t))^{2}+d\left(\mathbf{x}^{\prime}, \mathbf{l}^{\prime}(t)\right)^{2} \tag{A.31}
\end{equation*}
$$

which can be found as the solution of a sixth-th order polynomium in $t$ [13].

## A. 8 Ambiguity in the Reconstruction

Section A.6 shows that even if the fundamental or essential matrix is known, it is not possible to define unequivocally the pair of cameras that generated the input images. In fact, if there is no information about the original coordinate system in the three-dimensional space, it is not possible to recover the exact location of the objects using only a projection of the space. Any valid solution and the true solution are related by a transformation. This section details this ambiguity in the reconstruction.

Using a set of corresponding points $\mathbf{x}_{\mathbf{i}}$ and $\mathbf{x}_{\mathbf{i}}^{\prime}$, it is possible to obtain the re-
construction of the scene $\left\{\mathbf{P}, \mathbf{P}^{\prime}, \mathbf{X}_{i}\right\}$, with cameras $\mathbf{P}$ and $\mathbf{P}^{\prime}$ and the triangulated points $\mathbf{X}_{i}$. However, for any projective transformation $\mathbf{H}$, one can find a new triangulated point $\overline{\mathbf{X}}_{\mathbf{i}}=\mathbf{H} \mathbf{X}_{\mathbf{i}}$ and a camera matrix $\overline{\mathbf{P}}=\mathbf{P H}^{-1}$ that have the same projection in the images, since:

$$
\begin{equation*}
\overline{\mathbf{P}} \overline{\mathbf{X}}_{\mathbf{i}}=\mathbf{P H}^{-1} \mathbf{H} \mathbf{X}_{\mathbf{i}}=\mathbf{P} \mathbf{X}_{\mathbf{i}}=\mathbf{x} \tag{A.32}
\end{equation*}
$$

analogously for the other camera.
One should notice that, if only the points $\mathbf{x}$ and $\mathbf{x}^{\prime}$ are known, it is not possible to distinguish between the reconstructions $\left\{\mathbf{P}, \mathbf{P}^{\prime}, \mathbf{X}_{i}\right\}$ and $\left\{\overline{\mathbf{P}}, \overline{\mathbf{P}}^{\prime}, \overline{\mathbf{X}}_{i}\right\}$, since they map the image points and define the same epipolar geometry. In this case, it is said that any reconstruction differs from the true one by a projective transformation, as is exemplified in Fig. A.6. This conclusion can also be drawn from Eq. A.25), which shows a decomposition of the fundamental matrix into two cameras with several degrees of freedom. In this case, the parametrization of the cameras mirror the degrees of freedom of the projective transformation that defines the ambiguity of the reconstruction.

(a)

(b)

Figure A.6: Projective reconstruction of a scene. The reconstruction (b) differs from the real reconstruction (a) by a projective transformation.

If the calibration matrices are known, only the extrinsic parameters of the cam-
eras need to be estimated. Since the intrinsic parameters are fixed, it is possible to find a reconstruction of a scene such that for the set of valid solutions, the projection ray for the same point always forms the same angle with the image plane. In this case, the reconstruction is named a metric reconstruction, and any valid reconstruction is related to the true solution by a similarity transformation, as seen in Fig. A.7. This case is analogous to Eq. A.29), which shows a pair of reconstructed cameras where the second camera is rotated with respect to the first one and it is not possible to find the true displacement between them.

(a)

(b)

Figure A.7: Metric reconstruction of a scene. The reconstruction (b) differs from the real reconstruction (a) by a similarity transformation.

## A. 9 Reconstruction for Multiple Views

If three or more views are available, which is the case for instance if one uses a video with a moving camera, the mathematical development of the geometry that relates two views, described in the previous sections, can be extended. For three views,
one can define a tensor [13] to relate the geometry of the views, in replacement of the fundamental matrix. Increasing the number of views, problems with an even greater dimensionality must be solved. For these cases, the solution often consists in splitting the views into pairs, reconstructing the scene for a pair of views and incrementally introduce the other views.

The structure from motion (SfM) algorithm is a method to reconstruct the scene for multiple views of a scene. This section describes a basic version of the SfM algorithm to incrementally solve the reconstruction for multiple views using the equations developed for two views.

Using an initial pair of images, one can find corresponding points, compute the fundamental matrix and find a valid pair of camera matrices and a set of triangulated points. Fig. A. 8 shows this initial solution. In this figure, the cameras with centers $\mathbf{C}_{\mathbf{1}}$ and $\mathbf{C}_{\mathbf{2}}$ have correspondent of image points represented with the same color and some triangulated points $\mathbf{X}_{\mathbf{i}}$ are found.


Figure A.8: Initial reconstruction of a scene.

In a subsequent step, the other views are incorporated onto the initial reconstruction. For each view, one finds corresponding points between the current view and any other view already included in the reconstruction. For those points that were already used in the reconstruction, the triangulated points are already known, therefore there is a relation between three-dimensional points $\mathbf{X}_{\mathbf{i}}$ and image points $\mathbf{x}_{\mathbf{i}}$ in the current image, as can be seen in Fig. A.9. With a sufficient number of points, the camera matrix for this view can be computed using Eq. (A.5). The corresponding points that were not used in the reconstruction are used to triangulate new points, increasing the point cloud, as depicted in Fig. A.10.


Figure A.9: Correspondences between the image points $\mathbf{x}_{\mathbf{i}}$ from a new view and the cloud of triangulated points $\mathbf{X}_{\mathbf{i}}$.


Figure A.10: Expansion of the number of triangulated points, with inclusion of the points triangulated from new correspondences.

A different approach to solve the SfM involves the computation of an independent reconstruction for each pair of images, and then the normalization of every reconstruction to the same coordinate system. As discussed in Subsection A.8, given a pair of images, there is a family of possible solutions for the reconstruction of the scene. If one uses two pairs of images representing the same scene and finds the camera matrices independently for each pair, there is no guarantee that the recon-
struction of the first pair and the reconstruction of the second pair are compatible, since due to the ambiguity, each one has its own coordinate system (for example, the three-dimensional space extrapolated from the images can have different scales, the origin of this space can be in different positions, etc.). However, among the family of solutions for the second reconstruction, one can assume that there is a solution in the same coordinate system of the first one, which is related to the solution previously found by a specific transformation, which depends on the type of reconstruction. The algorithm in this approach computes individual reconstructions and then finds the transformations that make them compatible.

Given a first image pair, one follows the procedure described in the previous sections to reconstruct the scene, finding camera matrices $\mathbf{P}_{2}$ and $\mathbf{P}_{3}$ and triangulated points, according to Fig. A.8, and those points in space are described using a coordinate system based on the two cameras. A new pair is formed using a new view and the last view, that creates another reconstruction with cameras $\hat{\mathbf{P}}_{\mathbf{2}}$ and $\hat{\mathbf{P}}_{3}$ and a set of points $\hat{\mathbf{X}}_{\mathbf{i}}$. Using the correspondences between images, one can find points $\mathbf{X}_{\mathbf{i}}$ in a reconstruction of the scene that are equivalent to points $\hat{\mathbf{X}}_{\mathbf{i}}$ in another reconstruction. Fig. A. 11 shows equivalent triangulated points, each one with its own coordinate system.

Since it is desired that every reconstruction is grouped in a global one, one estimates a transformation $\mathbf{X}_{\mathbf{i}}=\mathbf{H} \hat{\mathbf{X}}_{\mathbf{i}}$ that makes the second coordinate system coincide with the first one. In order for the projections in the image to remain the same, the new camera must be such that $\mathbf{P}_{\mathbf{3}}=\hat{\mathbf{P}}_{\mathbf{3}} \mathbf{H}$, which represents the camera matrix $\hat{\mathbf{P}}_{\mathbf{3}}$ found in the second reconstruction written with respect to the coordinate system used in the first one.


Figure A.11: Equivalent points in different coordinate systems. In (a), the points $\mathbf{X}_{\mathbf{i}}$ are expressed in function of a coordinate system obtained from in the first reconstruction and centered in $\mathbf{C}_{\mathbf{1}}$. In (b), the points $\hat{\mathbf{X}}_{\mathbf{i}}$ are expressed in function of a coordinate system obtained from the new reconstruction and centered in $\mathbf{C}_{\mathbf{2}}$. Points with the same color in different reconstructions represent correspondences.

## Appendix B

## Lie Groups and Lie Algebra

Lie groups arise from several structures in nature that present a continuous symmetry. In order to properly introduce the concept of Lie groups, we define some basic algebraic definitions that will be useful for the remaining of this thesis. A few examples in the end of this section aid in the understanding of the concepts here presented.

## B. 1 Group

Consider that $G$ is a set and $\circ$ is a binary operation, also called group operator, that takes any two elements of $G$ and returns an element of $G$. The pair ( $G, \circ$ ) is called a groupoid:

$$
\begin{equation*}
\forall g_{1}, g_{2} \in G: g_{1} \circ g_{2} \in G . \tag{B.1}
\end{equation*}
$$

To be considered a group, a groupoid must respect the following properties:

- Associativity: $\forall g_{1}, g_{2}, g_{3} \in G: g_{1} \circ\left(g_{2} \circ g_{3}\right)=\left(g_{1} \circ g_{2}\right) \circ g_{3}$;
- Existence of identity element: $\exists e \in G \mid \forall g \in G: e \circ g=g \circ e=g$;
- Existence of inverse element: $\forall g \in G: \exists g^{-1} \in G \mid g^{-1} \circ g=g \circ g^{-1}=e$.


## B. 2 Field

A field is a set $F$ together with two operations + and $\cdot$ from $F \times F$ to $F$ such that the following properties are true:

- Associativity: $\forall a, b, c \in F:(a+b)+c=a+(b+c)$ and $(a \cdot b) \cdot c=a \cdot(b \cdot c)$;
- Commutativity: $\forall a, b \in F: a+b=b+a$ and $a \cdot b=b \cdot a$;
- Existence of identity element: $\exists e_{a} \in F \mid \forall a \in F: a+e_{a}=a$ and $\exists e_{m} \in$ $F \mid \forall a \in F: a \cdot e_{m}=a ;$
- Existence of inverse element: $\forall a \in F: \exists(-a) \in F \mid a+(-a)=e_{a}$ and $\forall a \in F, a \neq e_{a}: \exists\left(a^{-1}\right) \in F \mid a \cdot\left(a^{-1}\right)=e_{m} ;$
- Distributivity of multiplication over addition: $\forall a, b, c \in F: a \cdot(b+c)=$ $(a \cdot b)+(a \cdot c)$;


## B. 3 Vector Space

Given a field $F$ and a set $V$, defining two operations + from $V \times V$ to $V$ and $\cdot$ from $F \times V$ to $V$, a vector space over $F$ is the set $V$ together with the operations + and - with the following properties:

- Associativity of addition: $\forall \mathbf{u}, \mathbf{v}, \mathbf{w} \in V:(\mathbf{u}+\mathbf{v})+\mathbf{w}=\mathbf{u}+(\mathbf{v}+\mathbf{w})$;
- Commutativity of addition: $\forall \mathbf{u}, \mathbf{v} \in V: \mathbf{u}+\mathbf{v}=\mathbf{v}+\mathbf{u}$;
- Existence of additive identity element: $\exists \mathbf{e} \in V \mid \forall \mathbf{u} \in V: \mathbf{u}+\mathbf{e}=\mathbf{u}$;
- Existence of additive inverse element: $\forall \mathbf{u} \in V: \exists(-\mathbf{u}) \in V \mid \mathbf{u}+(-\mathbf{u})=\mathbf{e}$;
- Associativity of scalar multiplication: $\forall \mathbf{u} \in V, a, b \in F: a \cdot(b \cdot \mathbf{u})=(a b) \cdot \mathbf{u}$;
- Distributivity of scalar multiplication with respect to vector addition: $\forall \mathbf{u}, \mathbf{v} \in$ $V, a \in F: a \cdot(\mathbf{u}+\mathbf{v})=a \cdot \mathbf{u}+a \cdot \mathbf{v}$;
- Distributivity of scalar multiplication with respect to field addition: $\forall \mathbf{u} \in$ $V, a, b \in F:(a+b) \cdot \mathbf{u}=a \cdot \mathbf{u}+b \cdot \mathbf{u}$;
- Existence of scalar multiplication identity element: $\exists e_{m} \in F \mid \forall \mathbf{u} \in V: e_{m} \cdot \mathbf{u}=$ u;


## B. 4 Algebra

Assuming a field $F$ and a vector space $A$ over $F$ with an additional binary operation . from $A \times A$ to $A$, we say that $A$ is an algebra over $F$ if it has the following properties:

- Right distributivity: $\forall \mathbf{x}, \mathbf{y}, \mathbf{z} \in A:(\mathbf{x}+\mathbf{y}) \cdot \mathbf{z}=\mathbf{x} \cdot \mathbf{z}+\mathbf{y} \cdot \mathbf{z}$;
- Left distributivity: $\forall \mathbf{x}, \mathbf{y}, \mathbf{z} \in A: \mathbf{x} \cdot(\mathbf{y}+\mathbf{z})=\mathbf{x} \cdot \mathbf{y}+\mathbf{x} \cdot \mathbf{z}$;
- Scaling: $\forall \mathbf{x}, \mathbf{y} \in A, \forall a, b \in F:(a \mathbf{x}) \cdot(b \mathbf{y})=(a b)(\mathbf{x} \cdot \mathbf{y})$;


## B. 5 Lie Groups and Lie Algebra

A Lie group $(G, \circ)$ is a special kind of group that has a particular geometry for which the set $G$ is a smooth manifold, such that the mappings $a\left(g_{1}, g_{2}\right)=g_{1} \circ g_{2}$ and $b(g)=g^{-1}$ are both analytic, which means that the functions $a(g)$ and $b(g)$ are continuous, infinitely differentiable and can be expressed as a Taylor series that converge around any point in its domain.

In a matrix Lie group $(G, \circ)$, the elements are $\mathbf{g} \in G \subset \mathbb{R}^{N \times N}$ and the group operator $\circ$ is the matrix multiplication. Some important examples of matrix Lie group are:

- General linear group: $G L(N, \mathbb{R})=\left\{\mathbf{A} \in \mathbb{R}^{N \times N} \mid \operatorname{det}(\mathbf{A}) \neq 0\right\}$;
- Orthogonal group: $O(N)=\left\{\mathbf{X} \in G L(N, \mathbb{R}) \mid \mathbf{X}^{T} \mathbf{X}=\mathbf{I}\right\}$;
- Special orthogonal group: $S O(N)=\left\{\mathbf{X} \in G L(N, \mathbb{R}) \mid \mathbf{X}^{T} \mathbf{X}=\mathbf{I}, \operatorname{det}(\mathbf{X})=1\right\}$;
- Rigid body motion: $S E(3)=\left[\begin{array}{cc}\mathbf{R} & \mathbf{t} \\ \mathbf{0}_{1 \times 3} & 1\end{array}\right]$, with $\mathbf{R} \in S O(3)$ and $\mathbf{t}=\left[t_{1}, t_{2}, t_{3}\right]^{T}$;
- 3D similarity: $\operatorname{Sim}(3)=\left[\begin{array}{cc}s \mathbf{R} & \mathbf{t} \\ \mathbf{0}_{1 \times 3} & 1\end{array}\right]$, with $\mathbf{R} \in S O(3), \mathbf{t}=\left[t_{1}, t_{2}, t_{3}\right]^{T}$ and $s \in \mathbb{R}^{+}$.

Given a matrix Lie group, elements $\mathbf{g} \in G$ close to the identity element can be written as $\mathbf{g}=\exp (X) \mid X \in \mathcal{G}$, where $\mathcal{G}$ is an open neighborhood of $0^{N \times N}$ in the tangent space at the identity of $G$, and is called the Lie algebra $\mathcal{G}$ [48]. The matrix Lie algebra $\mathcal{G}$ associated to the Lie group $G$ is the set of all matrices $X$ such that the exponential of each $X$ results in an element of the Lie group $G$. The opposite is also valid, and the matrix logarithm provides the inverse mapping between an element of the Lie algebra and an element of the Lie group:

$$
\begin{align*}
\exp _{G}: \mathcal{G} & \rightarrow G  \tag{B.2}\\
\log _{G}: G & \rightarrow \mathcal{G} . \tag{B.3}
\end{align*}
$$

The Lie algebra $\mathcal{G}$ associated to a $p$-dimensional Lie group $G$ is a $p$-dimensional vector space, so there is also a mapping between $\mathcal{G}$ and $\mathbb{R}^{p}$ which is defined by the $\checkmark$ ("vee") operator:

$$
\begin{align*}
& ]_{G}^{\vee}: \mathcal{G} \rightarrow \mathbb{R}^{p}  \tag{B.4}\\
& {[]_{G}^{\wedge}: \mathbb{R}^{p} \rightarrow \mathcal{G}} \tag{B.5}
\end{align*}
$$

In order to reduce the notation, it is also common to denote $\left.\exp _{G}( \rceil_{G}^{\wedge}\right)$ as $\exp _{G}^{\wedge}$ and $\log _{G}\left([]_{G}^{\vee}\right)$ as $\log _{G}^{\vee}$.

The theory of Lie groups provides a tool to define symmetries from a mathematical point of view. The Lie algebra represents the space tangent to the Lie group at the identity, having a one-to-one map between them. The importance of the Lie algebra is that, in general, it is easier to work on a linear space than the "curved" space defined by the Lie group.

## B. 6 Adjoint Representation

Since the Lie groups are usually non-commutative, we define a function $\mathrm{Ad}_{G}$, called the adjoint representation of the Lie group $G$, to express the non-comutativity. For $\mathbf{X} \in G$ and $a \in \mathcal{G}$, we seek an element $\mathbf{b} \in \mathcal{G}$ in order to satisfy $\mathbf{X} \exp _{G}(\mathbf{a})=$ $\exp _{G}(\mathbf{b}) X$. It can be proved that [48]:

$$
\begin{equation*}
\mathbf{b}=\mathbf{X a X}^{-1}=\operatorname{Ad}_{G}(\mathbf{X}) \mathbf{a} . \tag{B.6}
\end{equation*}
$$

Other measurement of commutativity is the function $\mathrm{ad}_{G}$, called the adjoint representation of the Lie algebra $\mathcal{G}$. For $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{p}$, the function $\operatorname{ad}_{G}$ is defined as:

$$
\begin{equation*}
\operatorname{ad}_{G}(\mathbf{b}) \mathbf{a}=\left[[\mathbf{b}]_{G}^{\wedge}[\mathbf{a}]_{G}^{\wedge}-[\mathbf{a}]_{G}^{\wedge}[\mathbf{b}]_{G}^{\wedge}\right]_{G}^{\vee} . \tag{B.7}
\end{equation*}
$$

Recall that a product on the group represents the group operator $\circ$, which maps two elements of the group in another element of the group (for instance, a combination of two successive rotations define a new rotation). Therefore, the adjoint representation embodies the multiplicative structures of the group and the algebra.

## B. 7 Baker-Campbell-Hausdorff Formula

The BCH (Baker-Campbell-Hausdorff) formula 137] expresses the group product directly in $\mathbb{R}^{p}$. Given $X=\exp ^{\wedge}(\mathbf{a})$ and $Y=\exp ^{\wedge}(\mathbf{b})$, with $X, Y \in G$ and $\mathbf{a}, \mathbf{b}$, the following equation is valid:

$$
\begin{equation*}
\log _{G}^{\vee}\left(\exp _{G}^{\wedge}(\mathbf{a}) \exp _{G}^{\wedge}(\mathbf{b})\right)=\mathbf{b}+\mathbf{J}_{G}(\mathbf{b}) \mathbf{a}+O\left(\|\mathbf{a}\|^{2}\right) \tag{B.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{J}_{G}(\mathbf{b})=\sum_{n=0}^{\infty} \frac{B_{n} \operatorname{ad}_{G}(\mathbf{b})^{n}}{n!}=\mathbf{I}+\frac{1}{2} \operatorname{ad}_{G}(\mathbf{b})+\cdots \tag{B.9}
\end{equation*}
$$

is the left Jacobian of $G$ and $B_{n}$ are Bernoulli numbers. This equation defines a first-order Taylor linearization of the group product. One should also notice that
this linearization is expressed with respect to the adjoint representation. If the Lie group is commutative, then

$$
\begin{equation*}
\log _{G}^{\vee}\left(\exp _{G}^{\wedge}(\mathbf{a}) \exp _{G}^{\wedge}(\mathbf{b})\right)=\mathbf{b}+\mathbf{a} . \tag{B.10}
\end{equation*}
$$

## B. 8 Concentrated Gaussian Distribution

The distribution of $\mathbf{X} \in G$ is called a (right) concentrated Gaussian distribution on $G$ of mean $\mu$ and covariance $\mathbf{P}$, denoted $p(\mathbf{X})=\mathcal{N}_{G}^{R}(\mu, \mathbf{P})$, if:

$$
\begin{equation*}
\mathbf{X}=\exp _{G}^{\wedge}(\epsilon) \mu, \tag{B.11}
\end{equation*}
$$

where $p(\epsilon)=\mathcal{N}_{\mathbb{R}^{p}}(0, \mathbf{P})$ and $\mathbf{P} \subset \mathbb{R}^{p \times p}$ is a symmetric positive-semidefinite matrix.
If the maximum of the eigenvalues of $\mathbf{P}$ is small, the probability mass is concentrated around $\mu$ and we may approximate $p(\mathbf{X})$ as:

$$
\begin{equation*}
p(\mathbf{X}) \approx \frac{1}{(2 \pi)^{p} \operatorname{det}(\mathbf{P})} e^{-\frac{1}{2}\left\|\log _{G}^{\vee}\left(\mu^{-1} \mathbf{X}\right)\right\|_{P}^{2}} . \tag{B.12}
\end{equation*}
$$

The next subsection shows an example of a concentrated Gaussian distribution.

## B. 9 Examples

## B.9.1 Special Orthogonal Group $S O(2)$

The special orthogonal group $S O(2)$ represents the group of rotations in the twodimensional plane, and is defined as:

$$
\begin{equation*}
S O(2)=\left\{\mathbf{R} \in \mathbb{R}^{2 \times 2} \mid \mathbf{R}^{T} \mathbf{R}=\mathbf{I}, \operatorname{det}(\mathbf{R})=1\right\} . \tag{B.13}
\end{equation*}
$$

The associated Lie algebra is:

$$
\operatorname{so}(2)=\left\{\left.u=\left[\begin{array}{cc}
0 & -\theta  \tag{B.14}\\
\theta & 0
\end{array}\right] \right\rvert\, \theta \in \mathbb{R}\right\} .
$$

The adjoint representation $\operatorname{Ad}_{S O(2)}(\mathbf{R})$ is:

$$
\begin{equation*}
\operatorname{Ad}_{S O(2)}(\mathbf{R})=\mathbf{I} \tag{B.15}
\end{equation*}
$$

It is important to mention that this group is commutative, since the combination of rotations with angles $\theta_{1}$ and $\theta_{2}$ is a rotation with angle $\theta_{1}+\theta_{2}$. For this reason, the adjoint is the identity matrix, which validates the commutative property.

## B.9.2 Special Orthogonal Group $S O(3)$

The special orthogonal group $S O(3)$ represents the group of rotations in the threedimensional space, and is defined as:

$$
\begin{equation*}
S O(3)=\left\{\mathbf{R} \in \mathbb{R}^{3 \times 3} \mid \mathbf{R}^{T} \mathbf{R}=\mathbf{I}, \operatorname{det}(\mathbf{R})=1\right\} . \tag{B.16}
\end{equation*}
$$

The associated Lie algebra is:

$$
s o(3)=\left\{\left.u=\left[\begin{array}{ccc}
0 & -\theta_{3} & \theta_{2}  \tag{B.17}\\
\theta_{3} & 0 & -\theta_{1} \\
-\theta_{2} & \theta_{1} & 0
\end{array}\right] \right\rvert\, \theta_{1}, \theta_{2}, \theta_{3} \in \mathbb{R}\right\} .
$$

The adjoint representation $\operatorname{Ad}_{S O(3)}(\mathbf{R})$ is:

$$
\begin{equation*}
\operatorname{Ad}_{S O(3)}(\mathbf{R})=\mathbf{R} . \tag{B.18}
\end{equation*}
$$

Contrary to the group $S O(2)$, the group $S O(3)$ is noncommutative. For instance, if one rotates an object by 90 degrees in one axis, and after that rotates it by 90 degrees in another axis, the result is different from the one obtained if the order of rotations is the inverse. For this reason, the adjoint is not the identity matrix.

## B.9.3 Special Euclidean Group $S E(2)$

The special Euclidean group $S E(2)$ represents rigid transformations in the twodimensional space. The group has three dimensions, corresponding to translation and rotation in the plane, and can be defined as:

$$
S E(2)=\left\{\left.\mathbf{X}=\left[\begin{array}{cc}
\mathbf{R} & \mathbf{t}  \tag{B.19}\\
\mathbf{0} & 1
\end{array}\right] \right\rvert\, \mathbf{R} \in S O(2), \mathbf{t}=\left[\begin{array}{l}
u \\
v
\end{array}\right] \in \mathbb{R}^{2}\right\} .
$$

The associated Lie algebra is:

$$
\operatorname{se}(2)=\left\{\left.u=\left[\begin{array}{ccc}
0 & -\theta & x  \tag{B.20}\\
\theta & 0 & y \\
0 & 0 & 0
\end{array}\right] \right\rvert\, \theta, x, y \in \mathbb{R}\right\} .
$$

The adjoint representation $\operatorname{Ad}_{S E(2)}(\mathbf{X})$ is:

$$
\left.\operatorname{Ad}_{S E(2)}(\mathbf{X})=\left[\begin{array}{cc}
\mathbf{R} & \mathbf{q}  \tag{B.21}\\
\mathbf{0} & 1
\end{array}\right] \right\rvert\, \mathbf{R} \in S O(2), \mathbf{q}=\left[\begin{array}{c}
v \\
-u
\end{array}\right] \in \mathbb{R}^{2}
$$

In Fig. B.1, an example of a concentrated Gaussian distribution for the $S E(2)$ group is presented. Under the assumption of the concentrated Gaussian distribution, the parameters of the Lie algebra se(2) follow a normal distribution, as can be seen in

Fig B.1.(a). After applying an exponential map $\exp _{\hat{S E(2)}}^{\wedge}$ and moving the distribution around the average $\mu$, the distribution of the parameters of the Lie group becomes the one seen in Fig. B.1(b). A way of interpreting the graph is to consider that the position and direction of the arrows correspond, respectively, to the position and orientation of an object. According to this interpretation, the concentrated Gaussian distribution represents a more complex modelling for a real application. It provides a tool to model the pose of the objects using a single structure.

## B.9.4 Estimation of a Proper Three-Dimensional Rotation

In order to estimate a proper three-dimensional rotation, which has 3 degrees of freedom, one can write an expression of the matrix in function of the rotation angles. This is can be made by the use of the Euler angles parametrization:

$$
\mathbf{X}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{B.22}\\
0 & \cos \alpha & -\sin \alpha \\
0 & \sin \alpha & \cos \alpha
\end{array}\right]\left[\begin{array}{ccc}
\cos \beta & 0 & \sin \beta \\
0 & 1 & 0 \\
-\sin \beta & 0 & \cos \beta
\end{array}\right]\left[\begin{array}{ccc}
\cos \gamma & -\sin \gamma & 0 \\
\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

However, this parametrization, despite allowing the optimization using a single 3 -parameter vector $[\alpha, \beta, \gamma]$, has a drawback. If, for instance, $\beta=\pi / 2$, then

$$
\mathbf{X}=\left[\begin{array}{ccc}
0 & 0 & 1  \tag{B.23}\\
\sin (\alpha+\gamma) & \cos (\alpha+\gamma) & 0 \\
-\cos (\alpha+\gamma) & \sin (\alpha+\gamma) & 0
\end{array}\right]
$$

which means that the angles $\alpha$ and $\gamma$ become coupled and changes in any of them produce the same result, a change in the angle $(\alpha+\gamma)$. This effect is called gimbal lock and produces a loss of a degree of freedom under certain conditions.

A second approach is to use the matrix space:

$$
\mathbf{X}=\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}  \tag{B.24}\\
x_{4} & x_{5} & x_{6} \\
x_{7} & x_{8} & x_{9}
\end{array}\right]
$$

For this approach, the optimization is performed in the 9-parameter vector $\left[x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}, x_{8}, x_{9}\right]$ with additional constraints $\mathbf{X}^{T} \mathbf{X}=\mathbf{I}$ and $\operatorname{det}(\mathbf{X})=1$. Thus, an algorithm has to estimate nine parameters, in contrast to the tree parameters used in the previous representation, solving a constrained optimization problem, which is more complex and more susceptible to ill-conditioning.

A third approach is to model the proper three-dimensional rotation as belonging to the Lie group $S O(3)$, which has an associated Lie algebra of the form:


Figure B.1: Example of a concentrated Gaussian distribution for the Lie group $\mathrm{SE}(2)$. (a) Samples of the parameters of the Lie algebra se(2) under a normal distribution. (b) Samples mapped to the concentrated Gaussian distribution in the Lie group $\mathrm{SE}(2)$. The samples are mapped using the $\exp _{\hat{S E(2)}}$ (blue arrows) and then moved around the average $\mu$ (green arrows) [138].

$$
\mathbf{X}=\left[\begin{array}{ccc}
0 & -\theta_{3} & \theta_{2}  \tag{B.25}\\
\theta_{3} & 0 & -\theta_{1} \\
-\theta_{2} & \theta_{1} & 0
\end{array}\right]=\sum_{i=1}^{3} \theta_{i} \mathbf{E}_{\mathbf{i}}
$$

for some bases

$$
\mathbf{E}_{\mathbf{1}}=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{B.26}\\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right], \mathbf{E}_{\mathbf{2}}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right] \text { and } \mathbf{E}_{\mathbf{3}}=\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Since the Lie algebra can be mapped to a three-dimensional Euclidean space, the optimization can be performed in a 3-parameter vector. In this case, the optimization operates in a space where every matrix has size $3 \times 3$ and intrinsically respects the constraints, which, besides providing a more elegant solution, also has better convergence properties. In addition, several operations such as composition, inversion, differentiation, and interpolation, can be addressed by the theory of Lie groups.

